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Abstract

There are known various statements on weighted action of one-dimen-
sional and multidimensional fractional integration operators in spaces of
continuous functions, such as weighted generalized Hölder spaces Hω

0 (ρ) of
functions with a given dominant ω of their continuity modulus. Conditions
under which the fractional integration operator maps the space Hω

0 (ρ) onto
the better space Hωα

0 (ρ) with ωα(h) = hαω(h), were given in terms of cer-
tain integral conditions on the weight function ρ and the characteristic ω
(Zygmund type conditions). In this paper all the known results of such kind
are reconsidered and obtained in the explicit form of inequalities involving
the order α of fractional integration, certain numerical characteristics of the
weight function ρ and the so called upper and lower indices mω and Mω of
ω(h). We prove a theorem providing the equivalence of the integral Zyg-
mund conditions to some direct numerical inequalities for the indices mω

and Mω. Based on that theorem we prove a series of new theorems on ac-
tion of fractional integrals in the generalized Hölder spaces Hω

0 (ρ) for various
types of weights, both in one-dimensional and multi-dimensional cases.
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1. Introduction

Let Re α > 0. Statements on weighted action of the Riemann-Liouville
fractional operators

Iα
a+f(x) =

1
Γ(α)

x∫

a

f(t) dt

(x− t)1−α
, x > a, (1.1)

or Liouville fractional operators

Iα
+f(x) =

1
Γ(α)

x∫

−∞

f(t) dt

(x− t)1−α
, x ∈ R1, (1.2)

in the Lebesgue spaces of integrable functions are well known and obtained
in a large generality, including necessary and sufficient conditions. It suf-
fices to remind the one-dimensional weighted Hardy-Littlewood theorem [6],
the multidimensional weighted Sobolev-Stein-Weiss theorem [27] for power
weights, the Muckenhoupt-Wheeden weighted theorem [14], see the books
[3], [4], [10], [24] where there also may be found more general operators and
more general spaces of integrable functions, including Orlich spaces.

Theorems on action of fractional integrals in the spaces of continuous
functions, such as weighted Hölder spaces or generalized Hölder spaces are
less known. While a non-weighted statement on action of the fractional
integral operator from Hβ

0 into Hβ+α
0 is due to Hardy and Littlewood ([6],

see [24], Theorems 3.1 and 3.2), the weighted results [19], [20] with power
weights were obtained much later, see their presentation in [24], Theorems
3.3, 3.4 and 13.13). For generalized Hölder spaces Hω

0 (ρ) of functions with
a given dominant of their continuity modulus, statements on mapping prop-
erties in the case of power weight were obtained in [17], [16], [25], see also
their presentation in [24], Section 13.6. A different proof was suggested in
[8], where the case of complex fractional orders was also considered.

The case of weights more general than power ones, including in partic-
ular power-logarithmic type weights, in the spaces Hω

0 (ρ) was considered
in [26], where operators more general than just fractional integrals were
treated.

Multidimensional fractional type integrals

Iαf(x) =
1

γn(α)

∫

Rn

f(y) dy

|x− y|n−α
, x ∈ Rn, 0 < Reα < n (1.3)
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(the Riesz potential operators; γn(α) is the well known normalizing constant,
see [24], p. 490, or [23], p.37) and

Iαf(x) =
1

γn−1(α)

∫

Sn−1

f(s) ds

|s− σ|n−1−α
, σ ∈ Sn−1, 0 < Reα < n−1 (1.4)

(the spherical Riesz potential operator, see [23], p.151) within the frame-
works of generalized Hölder spaces Hω

0 (Rn, ρ) or Hω
0 (Sn−1, ρ), respectively,

were considered in [28], [30], [31], [32].
Conditions under which the fractional integration operator maps the

space Hω
0 (ρ) onto the better space Hωα

0 (ρ) with ωα(x) = xαω(x), in all the
above cited papers were given in terms of certain integral conditions on the
weight function ρ and the characteristic ω (Zygmund type conditions).

Meanwhile, for functions ω in the Zygmund-Bari-Stechkin class, there
exist some numerical characteristics, the so called indices, similar to indices
known as the Boyd indices or Orlicz-Matuszewska indices in the theory of
Orlicz spaces, see [13], p. 20; [11], p. 75; [12]; or [2], p. 149. The indices mω

and Mω of functions ω characterizing the generalized Hölder spaces Hω
0 (ρ)

in the form appropriate for our goals were introduced in [21], [22].
A natural question is whether it is possible to obtain results on mapping

properties of fractional integration operators in generalized Hölder spaces
not in the ”indirect” terms of integral conditions of Zygmund type, but
in terms of the direct numerical interval for the exponents of the weight,
with boundaries depending on indices mω and Mω. (In case of non power
weights similar indices of weight functions should be also used). This is the
goal of this paper to obtain such results on mapping properties of fractional
integrals in terms of information about the indices mω and Mω. In fact,
we undertake a revision, in the language of the indices mω and Mω, of the
known statements on mapping properties of fractional type operators in the
Hölder type spaces Hω

0 (ρ).

To this end, in Section 3 we prove the principal Theorem 3.5 which
provides the equivalence of the integral Zygmund conditions to some direct
inequalities for the indices mω and Mω. To obtain Theorem 3.5, we first
prove crucial auxiliary statements (see Theorems 3.1 and 3.2) on equivalence
of the so called Bari, Lozinski and Stechkin conditions to the Zygmund
conditions on almost increasing functions.

Basing on Theorem 3.5, in Sections 4 and 5 we prove a series of theorems
on action of fractional integrals in the generalized Hölder spaces Hω

0 (ρ) for
various types of weights, both in one-dimensional and multi-dimensional
cases.
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2. Preliminaries

2.1. Index numbers mω and Mω of functions ω ∈ W

We need the following definitions.
A non-negative function ϕ on [0, `] is said to be almost increasing (or

almost decreasing) if there exists a constant C ≥ 1 such that ϕ(x) ≤ Cϕ(y)
for all x ≤ y (or x ≥ y, respectively). Let

W = {ϕ ∈ C([0, `]) : ϕ(0) = 0, ϕ(x) > 0 for x > 0, (2.1)

ϕ(x) is almost increasing}.

Definition 2.1. Let ω ∈ W . The numbers

mω = sup
x>1

ln
[
limh→0

ω(xh)
ω(h)

]

ln x
, Mω = inf

x>1

ln
[
limh→0

ω(xh)
ω(h)

]

ln x
,

introduced in such a form in [21], [22], will be referred to as the lower and
upper index numbers of a function ω(x) ∈ W (compare these indices with
the Matuszewska-Orlicz indices, see [13], p. 20; they are of the type of the
Boyd indices, see [11], p. 75; [12], or [2], p. 149 about the Boyd indices).

For ω ∈ W we have 0 ≤ mω ≤ Mω ≤ ∞.
We call a characteristic ω(x) equilibrated or non-oscillating, if Mω = mω.

Definition 2.2. ([1], [5]) The Zygmund-Bari-Stechkin class Φ is de-
fined as the class of functions ω ∈ W satisfying the Zygmund conditions

∫ h

0

ω(x)
x

dx ≤ cω(h) and
∫ `

h

ω(x)
x2

dx ≤ c
ω(h)

h
, (2.2)

where c = c(ω) > 0 does not depend on h ∈ (0, `].

The class Φ was introduced in [1], where conditions (2.2) were imposed
on monotonic functions in W ; we deal with almost monotonic functions.
The following statement characterizes the class Φ in terms of the indices
mω and Mω, see its proof in [22], p. 125 (see also [21]).

Theorem 2.3. A function ω(x) ∈ W ([0, `]) is in the Bari-Stechkin class
Φ if and only if

0 < mω ≤ Mω < 1, (2.3)
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and for ω ∈ Φ and any ε > 0 there exist constants c1 = c1(ω, ε) > 0 and
c2 = c2(ω, ε) > 0 such that

c1x
Mω+ε ≤ ω(x) ≤ c2x

mω−ε, 0 ≤ x ≤ `. (2.4)

Besides this, condition mω > 0 is equivalent to the first inequality in (2.2),
while condition Mω < 1 is equivalent to the second one.

2.2. The generalized Bari-Stechkin class Φβ
γ

Let β ≥ 0, γ > 0. The following classes Φβ
γ , considered in [17] (see

also [16], [25] and [24], p. 253), generalize the class Φ0
γ , introduced in [1].

(Observe that in [34], [35] there were considered more general classes Φa(x)
b(x)

with limits which may ”oscillate”; the classes we deal now correspond to
the case where a(x) = xβ and b(x) = xγ).

Definition 2.4. The Bari-Stechkin type class Φβ
γ is defined as Φβ

γ :=
Zβ ∩Zγ , where Zβ is the class of functions ω ∈ W satisfying the condition

∫ h

0

ω(x)
x1+β

dx ≤ c
ω(h)
hβ

(Zβ)

and Zγ is the class of functions ω ∈ W satisfying the condition
∫ `

h

ω(x)
x1+γ

dx ≤ c
ω(h)
hγ

, (Zγ)

where c = c(ω) > 0 does not depend on h ∈ (0, `].

In the sequel we refer to the above conditions as (Zβ)- and (Zγ)-conditions.
The class Φβ

γ is nonempty if and only if β < γ, see Corollary 3.4 below.

Obviously, Φ = Φ0
1 and Φβ

γ ⊆ Φ in the case 0 ≤ β < γ ≤ 1.

Similarly to (2.4), the class Φβ
γ is described by the condition β < mω ≤

Mω < γ, which will be proved in Theorem 3.5. The inequalities β < mω ≤
Mω < γ follow immediately from Theorem 2.3, if one knows beforehand that
ω(x)
xβ and ω(x)

xγ−1 both belong to W , because the lower index of the function
ω(x)
xβ is mω − β and the upper index of the function ω(x)

xγ−1 is Mω − γ + 1 .
The point, however, is that this should be proved for an arbitrary ω ∈ W .

We note that each of the inequalities (Zβ) and (Zγ) is invertible if they
both are satisfied. Namely, the following statement holds, in which the
equivalence f ∼ g for non-negative functions f and g means that there exist
positive constants C1 and C2 such that C1f(x) ∼ g(x) ∼ C2f(x).
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Lemma 2.5. Let ω(x) ∈ Φβ
γ , 0 ≤ β < γ. Then

hβ

h∫

0

ω(x)
x1+β

dx ∼ hγ

`∫

h

ω(x)
x1+γ

dx ∼ ω(h), (2.5)

on any subinterval [0, `− δ], δ > 0.

P r o o f. This statement is known, see [5] where β = 0, the proof
is direct; we give the proof for completeness. By (Zβ) and (Zγ), it suf-
fices to prove the inverse inequalities. Since the function ω(x)

xγ is almost

decreasing, we have hβ
h∫
0

ω(x)
x1+β dx ≥ chβ ω(h)

hγ

h∫
0

xγ−β−1dx = cω(h). Simi-

larly, since the function ω(x)
xβ is almost increasing, we obtain hγ

∫̀
h

ω(x)
x1+γ dx ≥

chγ ω(h)
hβ

∫̀
h

x−γ+β−1dx ≥ cω(h), in case h is not allowed to approach the

end-point `.

2.3. Generalized Bari, Lozinskii and Stechkin conditions

Let β ≥ 0, γ > 0. For functions ω ∈ W we consider the following well
known conditions (see [1], where such conditions were treated for β = 0 and
in the case of increasing functions ω in W ):

∞∑

k=n+1

kβ−1ω

(
1
k

)
≤ cnβω

(
1
n

)
as n →∞, c > 0, (Bβ)

n∑

k=1

kγ−1ω

(
1
k

)
≤ cnγω

(
1
n

)
as n →∞, c > 0 (Bγ)

(Bari type conditions),

there exists a C > 1 such that lim inf
h→0

ω(Ch)
ω(h)

> Cβ, (Lβ)

there exists a C > 1 such that lim sup
h→0

ω(Ch)
ω(h)

< Cγ , (Lγ)

(Lozinski type conditions),

there exists a δ > 0 such that
ω(t)
tβ+δ

is almost increasing, (Sβ),
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there exists a δ > 0 such that
ω(t)
tγ−δ

is almost decreasing, (Sγ),

(Stechkin type conditions) and

for any θ ∈ (0, 1) there exists an integer p = p(θ) such that

pβω

(
`

pn

)
< θω

(
`

n

)
, (Pβ)

for any θ ∈ (0, 1) there exists an integer p = p(θ) such that

θpγω

(
`

pn

)
> ω

(
`

n

)
. (Pγ)

3. Characterization of functions ω ∈ Φβ
γ in terms of

the indices mω and Mω

Theorem 3.1. Let ω ∈ W and β ≥ 0. Then:
I) condition (Lβ) is equivalent to the inequality mω > β;
II) conditions (Bβ),(Lβ),(Zβ), (Sβ),(Pβ) are equivalent to each other: from
the validity of one of them there follows the validity of all the others;
III) condition (Sβ) holds with any δ < mω − β.

P r o o f. We take ` = 1 for simplicity.

I). The proof of part I) is direct: mω > β ⇐⇒ supx>1

ln

�
lim inf

h→0

ω(xh)
ω(h)

�
ln x >

β ⇐⇒ ∃C > 1 :
ln

�
lim inf

h→0

ω(Ch)
ω(h)

�
ln C > β ⇐⇒ lim inf

h→0

ω(Ch)
ω(h) > Cβ ⇐⇒ (Lβ) .

For part II) we prove the following chain

(Bβ) =⇒ (Zβ) =⇒ (Lβ) =⇒ (Sβ) =⇒ (Pβ) =⇒ (Bβ).

We suppose that β > 0, modifications for the case β = 0 are easy: power
functions should be replaced by the logarithmic function under the corre-
sponding integration. We take ` = 1 without loosing generality.

The implication (Bβ) =⇒ (Zβ). Let n =
[

1
h

]
, 1

n+1 < h ≤ 1
n where

h ∈ (0, 1]. The inequality is valid

h∫

0

ω(t)
t1+β

dt ≤ cω

[
c(β)

∞∑

k=n+2

kβ−1ω

(
1
k

)
+ d(β)h1−βω(h)

]
, (3.1)
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where c(β) = 1 when β ≤ 1 and c(β) = 2β−1
β when β ≥ 1, and d(β) = 2

when β ≤ 1 and d(β) = 2 · 3β−1 when β ≥ 1. Indeed,

h∫

0

ω(t)
t1+β

dt =
∞∑

k=n+2

1
k∫

1
k+1

ω(t)
t1+β

dt +

h∫

1
n+2

ω(t)
t1+β

dt

≤ cω

∞∑

k=n+2

ω

(
1
k

)
(k + 1)β − kβ

β
+ cωω(h)

(n + 2)β − h−β

β
.

Since (k + 1)β − kβ ≤ ckβ−1, where c = β when β ≤ 1 and c = 2β − 1 when
β ≥ 1, and (n + 2)β ≤ (1 + 2h)βh−β, we obtain (3.1).

From (3.1) we get

hβ

ω(h)

h∫

0

ω(t)
t

dt ≤ cω

[
c(β)

hβ

ω (h)

∞∑

k=n+2

kβ−1ω

(
1
k

)
+ d(β)h1−β

]

≤ cω


c(β)

2βcω

(n + 1)βω
(

1
n+1

)
∞∑

k=n+2

kβ−1ω

(
1
k

)
+ d(β)h1−β


 , (3.2)

whence the validity of (Zβ) follows by the validity of (Bβ).

The implication (Zβ) =⇒ (Lβ). Given (Zβ), that is,

δ∫

0

ω(t) dt

t1+β
≤ A

ω(δ)
δβ

, 0 < δ ≤ 1, (3.3)

we shall show that then

ω(ξ)
ξβ

≤ M
ω(δ)
δβ

, M =
β2βAcω

2β − 1
(3.4)

for all ξ > 0, δ > 0 such that ξ
δ ≤ 1

2 (”erzatz” of the almost monotonicity).

Indeed, from (3.3) it follows that
δ∫
ξ

ω(t) dt
t1+β ≤ Aω(δ)

δβ whence ω(ξ)
cω

δ∫
ξ

dt
t1+β ≤

Aω(δ)
δβ . Hence ω(ξ)

ξβ · 1−( ξ
δ )

β

β ≤ Acω
ω(δ)
δβ which yields (3.4) since ξ

δ ≤ 1
2 .
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Now the key moment is that we repeat the same idea once more. For

any ξ > 2η from (3.3) we obtain
ξ∫

2η

ω(t) dt
t1+β ≤ Aω(ξ)

ξβ . Then 1
M

ω(η)
ηβ

ξ∫
2η

dt
t ≤ Aω(ξ)

ξβ

by (3.4) or
ω(η)
ηβ

≤ AM

ln ξ
2η

· ω(ξ)
ξβ

. (3.5)

We choose now a relation between η and ξ in the following way: ξ
η = C :=

2e2AM (> 2). Then AM

ln ξ
2η

= 1
2 and from (3.5) we obtain ω(η)

ηβ ≤ 1
2

ω(Cη)

(Cη)β
for all

η sufficiently small, that is, ω(cη) ≥ 2Cβω(η). Hence lim inf
η→0

ω(Cη)
ω(η) ≥ 2Cβ >

Cβ, that is, (Lβ) has been obtained.

The implication (Lβ) =⇒ (Sβ). Let (Lβ) be valid which means that
there exists a C > 1 such that

ν = ν(C) := lim inf
h→0

ω(Ch)
Cβω(h)

> 1.

We have to show that ω(x)
xβ+δ is almost increasing for some δ > 0. It suffices

to prove this in a neighborhood of the origin. Let νε = ν−ε, 0 < ε < ν−1.
Then

ω(Ch)
Cβω(h)

≥ ν − ε for 0 < h ≤ h0, h0 = h0(ε). (3.6)

We choose δ = δ(ε) = ln νε
ln C > 0 and show that ω(x)

xβ+δ is almost increasing
under this choice of δ.

For 0 < h ≤ h0 according to (3.6) we have

ω(h)
hβ+δ

≤ ω(Ch)
(Ch)β+δ

, 0 < h ≤ h0. (3.7)

Now, for arbitrary 0 < h1 < h ≤ h0 we choose an integer N by the condition
CNh1 ≤ h < CN+1h1

(
N =

[
logC

h
h1

])
. Then by (3.7) we get

ω(h1)

hβ+δ
1

≤ ω(Ch1)
(Ch1)β+δ

≤ · · · ≤ ω(CNh1)
(CNh1)β+δ

.

Since ω(h) is almost increasing, we obtain ω(h1)

hβ+δ
1

≤ cωCβ+δ ω(h)
(CN+1h1)β+δ ≤

cωCβ+δ ω(h)
hβ+δ which means that ω(h)

hβ+δ is almost increasing. This fact has been



446 N.K. Karapetyants †, N. Samko

proved for any 0 < δ = ln νε
ln C = ln ν

ln C − ε1 =
ln

�
lim inf

h→0

ω(Ch)
ω(h)

�
ln C − β − ε1 with an

arbitrarily small ε1. Therefore, the function ω(x)
xβ+δ is almost increasing for

any

0 < δ < sup
C>1

ln

(
lim inf

h→0

ω(Ch)
ω(h)

)

ln C
− β = mω − β. (3.8)

The implication (Sβ) =⇒ (Pβ). Let ω(x)
xβ+δ be almost increasing for

some δ > 0: ω(x)
xβ+δ ≤ B ω(y)

yβ+δ for 0 < x ≤ y ≤ 1. We here choose x = 1
pn and

y = 1
n and obtain pβ+δω

(
1
pn

)
≤ Bω

(
1
n

)
, n = 1, 2, 3, ... where the integer

p is to be chosen. Given an arbitrary θ ∈ (0, 1), we choose p = p(θ) >
(

B
θ

) 1
δ

such that pδ > B
θ and then pβω

(
1
pn

)
< θω

(
1
n

)
.

The implication (Pβ) =⇒ (Bβ). We have
∞∑

k=n+1

kβ−1ω

(
1
k

)
=

∞∑

s=0

ps+1n∑

k=psn+1

kβ−1ω

(
1
k

)

for any choice of the integer p. Since the function ω is almost increasing,
we then get

∞∑

k=n+1

kβ−1ω

(
1
k

)
≤ cω

∞∑

s=0

ω

(
1

psn

) ps+1n∑

k=psn+1

kβ−1.

Obviously,
n∑

k=m

kβ−1 =
n∑

k=m

kβ−1
k∫

k−1

dx ≤ c
n∑

k=m

k∫
k−1

xβ−1 dx with some con-

stant c > 0 for all k ≥ 2 (c = 1 when β ≤ 1). Therefore,
n∑

k=m

kβ−1 ≤

c
∫ n
m−1 xβ−1 = cnβ−(m−1)β

β and then
∞∑

k=n+1

kβ−1ω

(
1
k

)
≤ ccω

nβ(pβ − 1)
β

∞∑

s=0

pβsω

(
1

psn

)
.

By condition (Pβ), for any θ ∈ (0, 1) we can choose an integer p such
that ω

(
1

psn

)
≤

(
θ
pβ

)s
ω

(
1
n

)
. Consequently,

∞∑

k=n+1

kβ−1ω

(
1
k

)
≤ c1n

βω

(
1
n

) ∞∑

s=0

θs,
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with c1 = ccω
β (pβ − 1), that is, (Bβ) holds.

III). This part was already proved in (3.8).

Theorem 3.2. Let ω ∈ W and γ > 0. Then:
I) condition (Lγ) is equivalent to the inequality γ > Mω;
II) conditions (Bγ),(Lγ),(Zγ), (Sγ),(Pγ) are equivalent to each other: from
the validity of one of them there follows the validity of all the others;
III) condition (Sγ) holds with any δ < γ −Mω.

The proof of Theorem 3.2 is a counterpart of that of Theorem 3.1 and
thereby is omitted.

Remark 3.3. Statement II of Theorems 3.1 and 3.2 was proved in
[1] in the case when β = 0 and functions ω are monotonic. We followed
mainly the ideas of the proof in [1], with modifications everywhere, where the
arguments from [1] were not valid for almost increasing functions. Theorems
3.1 and 3.2 for almost increasing functions ω were earlier proved for β = 0
and γ = 1 in [21]. Statements of Theorems 3.1 and 3.2 for almost increasing
functions and arbitrary 0 ≤ β < γ < ∞ were considered in [18], but the
proof there was not complete.

Corollary 3.4. The class Φβ
γ , β ≥ 0, γ > 0 is non-empty if and only

if β < γ.

P r o o f. Indeed, from statement I of Theorems 3.1 and 3.2, it follows
that if ω ∈ Φβ

γ , then mω > β and Mω < γ. But mω ≤ Mω, so that β < γ.
Inversely, if β < γ, then the power function xa with β < a < γ obviously
belongs to Φβ

γ .

Theorem 3.5. A function ω ∈ W belongs to Zβ, β ≥ 0, if and only
if mω > β and it belongs to Zγ , γ > 0, if and only if Mω < γ, so that in
the case 0 ≤ β < γ

ω ∈ Φβ
γ ⇐⇒ β < mω ≤ Mω < γ (3.9)

and for ω ∈ Φβ
γ and any ε > 0 there exist constants c1 = c1(ε) > 0 and

c2 = c2(ε) > 0 such that

c1x
Mω+ε ≤ ω(x) ≤ c2x

mω−ε, 0 ≤ x ≤ `. (3.10)
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P r o o f. Indeed, according to statements II and I of Theorem 3.1,
ω ∈ Zβ ⇐⇒ mω > β. Similarly, by Theorem 3.2, ω ∈ Zγ ⇐⇒ Mω < γ.
Therefore, ω ∈ Φβ

γ ⇐⇒ β < mω ≤ Mω < γ.
To get at inequalities (3.10), it suffices to observe that the function

ω(x)
xmω−ε is almost increasing and the function ω(x)

xMω+ε is almost decreasing for
any ε > 0 according to statement III of Theorems and , and any almost
increasing and almost decreasing function is bounded from above and from
below, respectively.

The following theorem characterizes the conditions (Sβ) and (Sγ) in
terms of the indices mω and Mω.

Theorem 3.6. For any function ω ∈ Zβ its lower index mω may be
calculated by the formula

mω = sup
{

δ > β :
ω(x)
xδ

is almost increasing

}
, (3.11)

while for any ω ∈ Zγ its upper index Mω is calculated by the formula

Mω = inf
{

δ ∈ (0, γ) :
ω(x)
xδ

is almost decreasing

}
. (3.12)

P r o o f. Let a = sup
{

δ > β : ω(x)
xδ is almost increasing

}
. By state-

ment III) of Theorem 3.1, mω ≤ a. We have to prove that mω = a. Suppose
to the contrary that mω < a. Then the function ω1(x) = ω(x)

xmω is also almost
increasing and ω1(0) = 0 since the function ω(x)

xmω+δ is also almost increasing
with 0 < δ < a − mω. Therefore, ω1 ∈ W and ω1(x) satisfies condition
S0 = Sβ

∣∣
β=0

. Then, by statement I) of Theorem 3.1, mω1 > 0, which is
impossible since mω1 = mω −mω = 0.

Similarly, formula (3.12) is obtained.

4. One-dimensional integral operators
in the space Hω

0 (Ω, ρ)

4.1. Fractional integration operators

Let Ω = [a, b],−∞ < a < b < ∞ and

Hω(Ω) = {f(x) : ω(f, h) ≤ cω(h), 0 < h < ` = b− a} ,
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where ω(f, h) = maxx∈Ω,y∈Ω
|x−y|≤h

|f(x) − f(y)|. The function ω(h), referred to

in the sequel as the characteristic function of the space, or characteristics,
will be supposed to belong to the Zygmund-Bari-Stechkin class Φ.

Let Π = {a0, a1, ..., an} be any finite set of points on Ω and ρ(x) any
non-negative function on Ω vanishing only at the points of the set Π. We
define the space Hω

0 (Ω, ρ) as

Hω
0 (Ω, ρ) =

{
f(x) : ρ(x)f(x) ∈ Hω(Ω) , lim

x→ak

[ρ(x)f(x)] = 0,

(4.1)
ak ∈ Π, k = 0, 1, ..., n

}
.

Equipped with the norm

‖f‖Hω
0 (Ω,ρ) = ‖ρf‖Hω

0 (Ω) = ‖ρf‖C(Ω) + sup
h>0

ω(ρf, h)
ω(h)

,

this is a Banach space. (The first term in this norm is essential in the case
of the space Hω(Ω), on functions in Hω

0 (Ω) it may be omitted).
When considering the Riemann-Liouvlle fractional integration operator

Iα
a+, we admit complex values of α, including the purely imaginary orders

with Re α = 0. In the case Reα = 0 we follow the known modification of
definition of the fractional integral via the Marchaud formula ([24], p.225):

Iiθ
a+f(x) =

f(x)(x− a)iθ

Γ(1 + iθ)
− 1

Γ(iθ)

x∫

a

f(x)− f(t)
(x− t)1+iθ

dt, θ ∈ R1, (4.2)

see [7], p.182.

a). The case of power weight.
We consider the power weight of the form

ρ(x) =
n∏

k=0

|x− ak|νk , (4.3)

where

ak ∈ Π = {a0, a1, a2, ..., an−1, an} ⊂ [a, b], a0 = a, an = b, n ≥ 1. (4.4)

Theorem 4.1. Let ρ be the power weight of form (4.3). The Riemann-
Liouvlle fractional integration operator Iα

a+ with 0 ≤ Reα < 1, maps bound-
edly the space Hω

0 (Ω, ρ) onto the space Hωα
0 (Ω, ρ):

Iα
a+ [Hω

0 (Ω, ρ)] = Hωα
0 (Ω, ρ), (4.5)
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where ω ∈ W and ωα(h) = hRe αω(h), if

0 < mω ≤ Mω < 1− Reα, (4.6)

ν0 < 1 + mω and νn = 0 or νn > Mω + Reα, (4.7)

and

Mω + Re α < νk < 1 + mω, k = 1, 2, ..., n− 1. (4.8)

P r o o f. The statement (4.5) is known under the conditions

ν0 < 2− Re α, νn = 0 or νn > Reα (4.9)

and

Reα < νk < 2− Reα, k = 1, 2, ..., n− 1, (4.10)

and Zygmund-type conditions on ω : ω ∈ Φβ
γ , where

β = max(1, ν0, ν1, ..., νn)−1, γ =
{

min(1, ν1, ..., νn−1)− Re α, νn = 0
min(1, ν1, ..., νn)− Reα, νn > Reα.

(4.11)
(Under conditions (4.9)-(4.11) relation (4.5) for real α ∈ (0, 1) was proved
in [15] in the non-weighted case, see [24], p. 253; in [16], [25], see [24],
p. 254, for the case of the power weight (4.3) with n = 0, Π = {a} or
n = 1, Π = {a, b} (clearly, one should write β = max(1, ν0) and γ = 1−<α
in the case n = 0.) The case of complex α including the purely imaginary
orders and arbitrary n and Π was treated in [8]). Making use of Theorem
3.5, we observe that condition (4.11) is equivalent to the inequalities

max(1, ν0, ν1, ..., νn)− 1 < mω, Mω < γ. (4.12)

Since mω ≤ Mω, it is easily seen that the set of conditions (4.6) and (4.7)
is the same as the set of conditions (4.9), (4.10) and (4.12).

Remark 4.2. In case Π = {a, b}, a statement very close to Theo-
rem 4.1 was obtained in [35] (see Theorem 3.3 in [35]) in different terms,
imitating in a certain sense, the information about the indices mω and Mω.

Remark 4.3. In the non-weighted case, that is, Π = {a} and ν0 = 0
there remain only conditions (4.6). It is worthwhile noticing that the one
way statement Iα

a+ : Hω
0 (Ω) −→ Hωα

0 (Ω) requires only one of the inequal-
ities in (4.6), namely, Mω + Re α < 1, see inequality (13.62) in [24], while
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the inverse statement (Iα
a+)−1 : Hωα

0 (Ω) −→ Hω
0 (Ω), on the contrary, re-

quires only the condition mω > 0, see (13.66) in [24]. Thus, the frac-
tional integration operator Iα

a+ is bounded for example, from Hω
0 (Ω) with

ω(x) = 1
ln m

x
, m > b−a, into Hωα

0 (Ω) with ωα(x) = xα

ln m
x

, but we are already
unable to state that the range Iα

a+[Hω
0 (Ω)] coincides with the whole space

Hωα
0 (Ω) in this case.

b). The case of weight more general than a power one.
A statement analogous to Theorem 4.1 is also valid for weights more

general than power weights (4.3), but having a similar structure of a product
of almost increasing functions fixed to a finite number of points on [a, b].
For simplicity we deal with the case when the weight is fixed only to the
initial point x = a.

Definition 4.4. A function ψ ∈ W is said to belong to Wµ, if ψ(x)
xµ is

almost decreasing and ψ(x) satisfies condition

∣∣∣∣
ψ(x)− ψ(y)

x− y

∣∣∣∣ ≤ c
ψ(x∗)

x∗
, x∗ = max(x, y), c > 0. (4.13)

Observe that condition (4.13) in Definition 4.4 is satisfied automatically,
if ψ(x)

xµ is decreasing (instead of being almost decreasing).

Theorem 4.5. Let ρ = ψ(x − a), where ψ ∈ Wµ, µ > 0. The
Riemann-Liouville fractional integration operator Iα

a+ with 0 < α < 1, maps
boundedly the space Hω

0 (Ω, ρ) with ω ∈ W onto the space Hωα
0 (Ω, ρ) with

ωα(h) = hαω(h):
Iα
a+ [Hω

0 (Ω, ρ)] = Hωα
0 (Ω, ρ), (4.14)

if

0 < mω ≤ Mω < 1− α and 0 < µ < 1 + mω. (4.15)

P r o o f. The isomorphism (4.14) was proved in [26], Th. 6, under the
assumptions

0 < µ < 2−α and ω ∈ Φβ
γ , with β = max(1, µ)−1, γ = 1−α. (4.16)

Now, having proved Theorem 3.5, we can reformulate the condition ω ∈
Φmax(1,µ)−1

1−α in the form (4.6), the assumption 0 < µ < 2− α being satisfied
automatically, since µ < 1 + mω ≤ 1 + Mω < 2− α.
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Remark 4.6. Observe that conditions imposed on the weight function
admit oscillating weights ψ(x), in particular, oscillating between two power
functions with different exponents.

c). The periodic case.
For the Weyl fractional integration of periodic functions ([24], Sect. 19)

I
(α)
+ ϕ(x) :=

1
2π

2π∫

0

Ψα(t)ϕ(x− t) dt =
1

Γ(α)
lim

n→∞
n∈Z+

x∫

x−2nπ

ϕ(t) dt

(x− t)1−α
, (4.17)

where Ψα(x) =
∑
n∈Z

′ einx

(in)α =
∞∑

n=1

cos(nx−απ
2 )

nα a result similar to Theorem 4.1

with the periodic power weight may be proved. We mention here a result
for a non-weighted case, but for the spaces more general than Hω.

Let

∆k
hf(x) :=

k∑

j=0

(−1)j

(
k

j

)
f(x− jh)

be a finite difference of a periodic function f(x).

Definition 4.7. By Hω,k
p = Hω,k

p (0, 2π) we denote the space of those

functions in Lp(0, 2π) for which sup
h>0

‖∆k
hf‖p

|h|k < ∞, 1 ≤ p ≤ ∞.

Let ᾱ =
{

α, if α is not an integer
α + 1, if α is an integer

.

Theorem 4.8. Let s = 1, 2, ..., 1 ≤ p ≤ ∞ and α > 0. The following
isomorphism holds:

I
(α)
+ (Hω,s

p ) = Hωα,s
p , ωα(x) = xαω(x), (4.18)

if s > ᾱ and 0 < mω ≤ Mω < s− ᾱ.

P r o o f. The statement (4.18) was proved in [9] under the assumptions
that s > ᾱ and ω belongs to the class

Aλ,µ :=
{

ω ∈ W :
ω(x)
xλ

is almost increasing,
ω(x)
xµ

is almost decreasing
}

with 0 < λ < µ ≤ s− ᾱ. By Theorems 3.5 and 3.6, we have

Φλ+ε
µ−ε ⊂ Aλ,µ ⊂ Φλ

µ
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for all 0 ≤ λ < µ < ∞ and arbitrarily small ε ∈
(
0, µ−λ

2

)
. Therefore,

statement (4.18) is valid if ω ∈ Φλ
µ with any λ and µ such that 0 < λ < µ <

s − ᾱ. Then by (3.9), the isomorphism in (4.18) holds if 0 < mω ≤ Mω <
s− ᾱ which proves the theorem.

4.2. More general operators

We consider the operators

Kf(x) :=

x∫

a

k(x− t)f(t) dt, x ∈ [a, b], −∞ < a < b < ∞ (4.19)

with kernels k(x) having singularity at the point x = 0, which include, in
particular, the case of the power kernel k(x) = xα−1, 0 < α < 1.

The class of kernels we will deal with is described by the following defi-
nition.

Definition 4.9. A kernel k(x) is said to belong to the class Vλ, λ > 0,
if the following conditions are satisfied:
i) k(x) ≥ 0, x ∈ (0, b− a);
ii) xλk(x) is almost increasing and there exists an ε > 0 such that xλ−εk(x)
is almost decreasing;
iii) k(x) satisfies the condition of the type (4.13):

∣∣∣∣
ψ(x + h)− ψ(x)

h

∣∣∣∣ ≤ c
ψ(x)
x + h

, h > 0, c > 0. (4.20)

Observe that Condition (4.13) is well adjusted for almost increasing
functions, while (4.20) suits well for almost decreasing functions.

In the case of a general non-power kernel it is difficult to expect to
obtain mapping onto as in (4.14). Instead, we prove a statement on imbed-
ding of the range K [Hω

0 (Ω, ρ)] into another space Hωk
0 (Ω, ρ) where ωk(h) =

hk(h)ω(h), see Theorem 4.10.
We also consider weights more general than power ones, but for sim-

plicity deal with the case when the weight is fixed only to the initial point
x = a.

Theorem 4.10. Let k ∈ Vλ, 0 < λ < 1, ρ = ψ(x − a), where ψ ∈
Wµ, µ > 0. The operator K is bounded from the space Hω

0 (Ω, ρ), ω ∈ W ,
into the space Hωk

0 (Ω, ρ), where ωk(h) = hk(h)ω(h), if

mω > 0, Mωk
< 1 and µ < 1 + max(mω, λ). (4.21)
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P r o o f. The statement of the theorem was proved in [26], Th. 3, under
the assumption that

µ < 1 + λ, ω ∈ Zmax(0,µ−1), xk(x)ω(x) ∈ Z1.

Making use of Theorem 3.5, we have proved specially for this goal, we can
recalculate these conditions in the form (4.21).

5. Multi-dimensional fractional operators
in the space Hω

0 (Ω, ρ)

5.1. Spatial fractional integrals

Let Ṙn be a compactification of Rn by the unique infinite point. Corre-
spondingly, the generalized Hölder space Hω(Ṙn) is defined as

Hω(Ṙn) :=

{
f ∈ C(Rn) : sup

x,y∈Rn

|f(x)− f(y)|
ω[d(x, y)]

< ∞
}

, (5.1)

where d(x, y) = |x−y|√
1+|x|2

√
1+|y|2 (observe that sup

x,y∈Rn

|x−y|√
1+|x|2

√
1+|y|2 = 1.

The weighted space is defined in the usual way: Hω(Ṙn, ρ) = {f : ρf ∈
Hω(Ṙn)}.

For the Riesz fractional integral (1.4) in Rn and a special weight fixed
to infinity, the following statement is a reformulation of the results obtained
in [29], [30].

Theorem 5.1. Let ω ∈ W ,

ωα(h) = hαω(h) and ρα(x) = (
√

1 + |x|2)n+α.

The operator Iα with 0 < α < 1, maps boundedly the space Hω
0 (Ṙn, ρα)

onto the space Hωα
0 (Ṙn, ρ−α):

Iα
[
Hω

0 (Ṙn, ρα)
]

= Hωα
0 (Ṙn, ρ−α), (5.2)

if 0 < mω ≤ Mω < 1− α.

5.2. Spherical fractional integrals

The generalized Hölder space on the unit sphere Sn−1 = {x ∈ Rn :
|x| = 1} is defined in the usual way. We take ρ(x) = |x− a|µ as the weight
function, a ∈ Sn−1.
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We consider the operator slightly more general than the spherical frac-
tional integral (1.4):

Kα,νf(x) =
∫

Sn−1

lnν m
|x−σ|

|x− σ|n−1−α
f(σ) dσ, x ∈ Sn−1, m > 2. (5.3)

For the operator Kα,ν the following statement is derived from the results
in [33].

Theorem 5.2. Let ω ∈ W and

ωα,ν(h) = hα
(
ln

m

x

)ν
ω(h).

The operator Kα,ν , where 0 < Re α < 1 and ν ∈ R1, is bounded from the
space Hω

0

(
Sn−1, ρ

)
into the space H

ωα,ν

0

(
Sn−1, ρ

)
, ρ(x) = |x− a|µ, if

Mω + Reα < 1 and Mω + Re α < µ < n− 1 + mω. (5.4)

P r o o f. The statement on boundedness of the operator Kα,ν was
proved in [33] under the following assumptions:
a) ω ∈ Zmin(1,µ)−Re α in the case Re α < µ < n− 1;
b) ω ∈ Φµ+1−n

1−Re α in the case n− 1 ≤ µ < n− Reα.
It is a matter of direct recalculation based on Theorem 3.5 to check that

assumptions a),b) are equivalent to conditions (5.4).

Remark 5.3. Observe, that in the ”one way” statement of Theorem
5.2 there is admitted the situation when mω = 0. This may happen if
Mω + Reα < µ < n− 1, see also Remark 4.3.
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Akad. Nauk Armenii Mat. 36, No 2 (2002), 54-78, 2001.

[33] B.G. Vakulov, N.K. Karapetiants, and L.D. Shankishvili, Spherical
convolution operators with a power-logarithmic kernel in generalized
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