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#### Abstract

The paper is devoted to the study of the function $Z_{\rho}^{\nu}(x)$ defined for positive $x>0$, real $\rho \in \mathbb{R}$ and complex $\nu \in \mathbb{C}$, being such that $\operatorname{Re}(\nu)<0$ for $\rho \leq 0$, by $$
Z_{\rho}^{\nu}(x)=\int_{0}^{\infty} t^{\nu-1} \exp \left(-t^{\rho}-\frac{x}{t}\right) d t
$$

Such a function was earlier investigated for $\rho>0$. Using the Mellin transform of $Z_{\rho}^{\nu}(x)$, we establish its representations in terms of the $H$-function and extend this function from positive $x>0$ to complex $z$. The results obtained, being different for $\rho>0$ and $\rho<0$, are applied to obtain the explicit forms of $Z_{\rho}^{\nu}(z)$ in terms of the generalized Wright function. The cases, when such representations are expressed via the generalized hypergeometric functions, are given.
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## 1. Introduction

The paper deals with the special function $Z_{\rho}^{\nu}(x)$ defined for $x>0$, $\rho \in \mathbb{R}=(-\infty, \infty)$ and $\nu \in \mathbb{C}$, being such that $\operatorname{Re}(\nu)<0$ for $\rho \leq 0$, by

$$
\begin{equation*}
Z_{\rho}^{\nu}(x)=\int_{0}^{\infty} t^{\nu-1} \exp \left(-t^{\rho}-\frac{x}{t}\right) d t \quad(x>0) . \tag{1.1}
\end{equation*}
$$

In particular, when $\rho=1$ and $x=t^{2} / 2$, then in accordance with [5, 7.12(23)],

$$
\begin{equation*}
Z_{1}^{\nu}\left(\frac{x^{2}}{4}\right)=2\left(\frac{t}{2}\right)^{\nu} K_{\nu}(t) \tag{1.2}
\end{equation*}
$$

where $K_{\nu}(t)$ is the modified Bessel function of the third kind, or McDonald function; see [5, Section 7.2.2]. For $\rho \geq 1$ the function (1.1) was introduced by Krätzel [18] as a kernel of the integral transform

$$
\begin{equation*}
\left(K_{\nu}^{\rho} f\right)(x)=\int_{0}^{\infty} Z_{\rho}^{\nu}(x t) f(t) d t \quad(x>0) \tag{1.3}
\end{equation*}
$$

which is called by his name. Therefore we call (1.2) the Krätzel function. Krätzel in [18] established asymptotic behaviour of $Z_{\rho}^{\nu}(x)$ for $\rho \geq 1$ together with its composition with a special differential operator. He applied these results to prove the inversion formula for the transform (1.3), to construct its convolution and to give applications to the solution of some ordinary differential equations.

The study of the function (1.1) and the integral transform (1.3) with positive $\rho>0$ were continued by several authors. Rodríguez, Trujillo and Rivero [25] established compositions of the operator $K_{\nu}^{\rho}$ with the righthand sided Liouville fractional integrals and derivatives [26, Section 5.1], constructed the operational calculus for the operator in (1.3) and gave applications to derive the solution of two Bessel-type fractional ordinary and partial differential equations. This paper was probably the first where the explicit solution of special ordinary and partial differential equations of fractional order were obtained. Such investigations now are of a great interest in connection with applications; for example, see in this connection [13], [22], [23] and [28].

Mellin transform of $Z_{\rho}^{\nu}(x)$ and $\left(K_{\nu}^{\rho} f\right)(x)$ were given by Kilbas and Shlapakov [11] and [12]. They also derived the compositions of the transform (1.3) with the left- and right-hand sided Lioville fractional integrals and derivatives and applied the results obtained to the solution of the second
order ordinary differential equations. Compositions of $\left(K_{\nu}^{\rho} f\right)(x)$ with fractional calculus operators were obtained in [11] and [12] in certain weighted spaces of locally integrable and finite differentiable functions. These results were extended by Kilbas, Bonilla, Rivero, Rodríguez and Trujillo [7] to the spaces of tested and generalized functions $\mathcal{F}_{p, \mu}$ and $\mathcal{F}_{p, \mu}^{\prime}$ by McBride [20]. Glaeske and Kilbas in [6] and [8] proved the mapping properties such as the boundedness, the representation and the range of the transform (1.3) in weighted $L_{r}$-spaces.

All the above investigations were devoted to the function (1.1) with real positive $x>0$ and $\rho>0$. We consider $Z_{\rho}^{\nu}(x)$ for any real $\rho$ and give its extension from $x>0$ to complex $z \in \mathbb{C}$. For this we establish its representations in terms of the so-called $H$-function. For integers $m, n, p, q$ such that $0 \leq m \leq q, 0 \leq n \leq p$, for $a_{i}, b_{j} \in \mathbb{C}$ and for $\alpha_{i}, \beta_{j} \in \mathbb{R}_{+}=(0, \infty)$ $(i=1,2, \cdots, p ; j=1,2, \cdots q)$, the $H$-function $H_{p, q}^{m n}(z)$ is defined via a

$$
\begin{align*}
& \text { Mellin-Barnes integral in the form } \\
& \qquad H_{p, q}^{m, n}(z) \equiv H_{p, q}^{m, n}\left[z \left\lvert\, \begin{array}{c}
\left(a_{i}, \alpha_{i}\right)_{1, p} \\
\left(b_{j}, \beta_{j}\right)_{1, q}
\end{array}\right.\right] \\
& =H_{p, q}^{m, n}\left[z \left\lvert\, \begin{array}{c}
\left(a_{1}, \alpha_{1}\right), \cdots,\left(a_{p}, \alpha_{p}\right) \\
\left(b_{1}, \beta_{1}\right), \cdots,\left(b_{q}, \beta_{q}\right)
\end{array}\right.\right]=\frac{1}{2 \pi i} \int_{\mathcal{L}} \mathcal{H}_{p, q}^{m, n}(s) z^{-s} d s, \tag{1.4}
\end{align*}
$$

with

$$
\begin{equation*}
\mathcal{H}_{p, q}^{m, n}(s)=\frac{\prod_{j=1}^{m} \Gamma\left(b_{j}+\beta_{j} s\right) \prod_{i=1}^{n} \Gamma\left(1-a_{i}-\alpha_{i} s\right)}{\prod_{i=n+1}^{p} \Gamma\left(a_{i}+\alpha_{i} s\right) \prod_{j=m+1}^{q} \Gamma\left(1-b_{j}-\beta_{j} s\right)} . \tag{1.5}
\end{equation*}
$$

Here

$$
\begin{equation*}
z^{-s}=\exp [-s(\log |z|+i \arg z)], \quad z \neq 0, \quad i=\sqrt{-} 1 \tag{1.6}
\end{equation*}
$$

$\log |z|$ represents the natural $\operatorname{logarithm}$ and $\arg z$ is not necessarily the principal value. An empty product in (1.5), if it occurs, is taken to be one. $\mathcal{L}$ in (1.4) is the infinite contour that separates all the poles of the Gamma functions $\Gamma\left(b_{j}+\beta_{j} s\right)(j=1,2, \cdots, m)$ to the left and all the poles of the Gamma-functions $\Gamma\left(1-a_{i}-\alpha_{i} s\right)(i=1,2, \cdots, n)$ to the right of $\mathcal{L}$. Moreover, the contour $\mathcal{L}$ has one of the following forms:
(a) $\mathcal{L}=\mathcal{L}_{-\infty}$ is a left loop in a horizontal strip starting at the point $-\infty+i \varphi_{1}$ and terminating at the point $-\infty+i \varphi_{2}$ with $-\infty<\varphi_{1}<\varphi_{2}<\infty$;
(b) $\mathcal{L}=\mathcal{L}_{+\infty}$ is a right loop in a horizontal strip starting at the point $+\infty+i \varphi_{1}$ and terminating at the point $+\infty+i \varphi_{2}$ with $-\infty<\varphi_{1}<\varphi_{2}<\infty$;
(c) $\mathcal{L}=\mathcal{L}_{i \gamma \infty}$ is a contour starting at the point $\gamma-i \infty$ and terminating at the point $\gamma+i \infty+i \varphi_{2}$, where $\gamma \in \mathbb{R}$.

See in this connection [9, 1.1.2] and [24, $\S 8.3]$.
It should be noted that (1.4) generalizes most of known special functions of Bessel and hypergeometric type. The theory of the $H$-function is given in the books of Mathai and Saxena [19, Chapter 2], Srivastava, Gupta and Goyal [29, Chapter 1], Prudnikov, Brychkov and Marichev [24, §8.3] and Kilbas and Saigo [9, Chapters 1 and 2].

We also note that (1.4) and (1.5) mean that $H_{p, q}^{m, n}(z)$ in (1.4) is the inverse Mellin transform of $\mathcal{H}_{p, q}^{m, n}(s)$ in (1.5); see, for example, [3] and [27]. Therefore the Mellin transform

$$
\begin{equation*}
(\mathcal{M} f)(s)=\int_{0}^{\infty} f(t) t^{s-1} d t \quad(s \in \mathbb{C}, x>0) \tag{1.7}
\end{equation*}
$$

of (1.4) yields (1.5):

$$
\begin{equation*}
\left(\mathcal{M} H_{p, q}^{m, n}\right)(s)=\mathcal{H}_{p, q}^{m, n}(s) . \tag{1.8}
\end{equation*}
$$

We prove the formula for the Mellin transform of $Z_{\rho}^{\nu}(x)$. Using such a result, we establish different representations for $Z_{\rho}^{\nu}(z)$ as the $H$-function (1.4) in the cases $\rho>0$ and $\rho<0$, and give conditions for these representations.

On the basis of the obtained formulas, we deduce the representations for $Z_{\rho}^{\nu}(z)$ in terms of the generalized hypergeometric Wright function defined for $z \in \mathbb{C}, a_{j}, b_{j} \in \mathbb{C}$ and $\alpha_{j}, \beta_{j} \in \mathbb{R}\left(\alpha_{j}, \beta_{j} \neq 0 ; i=1,2, \ldots, p ; j=1,2, \ldots, q\right)$ by the series:

$$
\begin{align*}
& \text { ries: }  \tag{1.9}\\
& { }_{p} \Psi_{q}(z) \equiv_{p} \Psi_{q}\left[\left.\begin{array}{c}
\left(a_{i}, \alpha_{i}\right)_{1, p} \\
\left(b_{i}, \beta_{i}\right)_{1, q}
\end{array} \right\rvert\, z\right]=\sum_{k=0}^{\infty} \frac{\prod_{i=1}^{p} \Gamma\left(a_{i}+\alpha_{i} k\right)}{\prod_{j=1}^{q} \Gamma\left(b_{j}+\beta_{j} k\right)} \frac{z^{k}}{k!} .
\end{align*}
$$

Such a function was introduced by Wright [30] who in [30], [31], [32] obtained the asymptotic behaviour of ${ }_{p} \Psi_{q}(z)$ for the values of the argument $z$. Some properties of ${ }_{p} \Psi_{q}(z)$ were considered in [10]. Then we present special cases when $Z_{\rho}^{\nu}(x)$ can be expressed via the generalized hypergeometric function ${ }_{p} F_{q}\left(a_{1}, \cdots, a_{p} ; b_{1}, \cdots, a_{p} ; z\right)$ defined by $[4,4.1(1)]$

$$
\begin{gather*}
{ }_{p} F_{q}\left[a_{1}, \cdots, a_{p} ; b_{1}, \cdots, a_{p} ; z\right]=\sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k}, \cdots,\left(a_{p}\right)_{k}}{\left(b_{1}\right)_{k}, \cdots,\left(b_{q}\right)_{k}} \frac{z^{k}}{k!}  \tag{1.10}\\
\left(a_{i}, b_{j} \in \mathbb{C} ; \quad a_{i} \neq 0,-1,-2, \cdots \quad(i=1, \cdots p ; j=1, \cdots, q)\right), \tag{1.11}
\end{gather*}
$$

where $(a)_{k}$ is the so-called Pochhammer symbol defined for $a \in \mathbb{C}$ by [4, 4.1(2)]

$$
\begin{equation*}
(a)_{0}=1, \quad(a)_{k}=a(a+1) \cdots(a+k-1)(k=1,2, \cdots) . \tag{1.12}
\end{equation*}
$$

The paper is organized as follows. Section 2 has preliminary character and contains some facts from the theory of the $H$-function (1.4), the generalized hypergeometric Wright function ${ }_{p} \Psi_{p}(z)$ and the Krätzel function (1.1). The representations for $Z_{\rho}^{\nu}(z)$ in the forms of the $H$-function (1.4) are established in Section 3. Sections 4 and 5 contain the representation of $Z_{\rho}^{\nu}(z)$ via the generalized Wright function (1.9) and via the generalized hypergeometric function (1.10), respectively.

## 2. Preliminaries

In this section we present conditions for the existence of the $H$-function (1.4), of the generalized hypergeometric Wright function (1.9) and of the Krätzel function (1.1). We shall use the notation, following [9, Section 1.1]:

$$
\begin{gather*}
a^{*}=\sum_{i=1}^{n} \alpha_{i}-\sum_{i=n+1}^{p} \alpha_{i}+\sum_{j=1}^{m} \beta_{j}-\sum_{j=m+1}^{q} \beta_{j} ;  \tag{2.1}\\
\Delta=\sum_{j=1}^{q} \beta_{j}-\sum_{i=1}^{p} \alpha_{i}  \tag{2.2}\\
\mu=\sum_{j=1}^{q} b_{j}-\sum_{i=1}^{p} a_{i}+\frac{p-q}{2} ;  \tag{2.3}\\
\delta=\prod_{i=1}^{p} \alpha_{i}^{-\alpha_{i}} \prod_{j=1}^{q} \beta_{j}^{\beta_{i}} . \tag{2.4}
\end{gather*}
$$

In accordance with [9, Theorem 1.1], the conditions for the existence of the $H$-function in (1.4) are given by the following result.

Theorem 2.1. The $H$-function defined by (1.4) makes sense in the following cases:

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{-\infty}, \quad \Delta>0, \quad z \neq 0 \tag{2.5}
\end{equation*}
$$

$\mathcal{L}=\mathcal{L}_{-\infty}, \Delta=0$ and either $0<|z|<\delta$, or $|z|=\delta, \operatorname{Re}(\mu)<-1 ;(2.6)$

$$
\begin{gather*}
\mathcal{L}=\mathcal{L}_{+\infty}, \quad \Delta<0, \quad z \neq 0  \tag{2.7}\\
\mathcal{L}=\mathcal{L}_{+\infty}, \quad \Delta=0 \text { and either }|z|>\delta, \text { or }|z|=\delta, \operatorname{Re}(\mu)<-1 \tag{2.8}
\end{gather*}
$$

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{i \gamma \infty}, \quad a^{*}>0, \quad|\arg z|<\frac{a^{*} \pi}{2} \tag{2.9}
\end{equation*}
$$

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{i \gamma \infty}, \quad a^{*}=0, \quad \Delta \gamma+\operatorname{Re}(\mu)<-1, \quad \arg z=0, \quad z \neq 0 . \tag{2.10}
\end{equation*}
$$

Conditions for the existence of the generalized hypergeometric Wright function ${ }_{p} \Psi_{p}(z)$ in (1.9) are given by the following result [10, Theorem 1 and Corollary 1.1].

Theorem 2.2. Let $\Delta, \mu$ and $\delta$ be defined by (2.2), (2.3) and (2.4).
(a) If $\Delta>-1$, then ${ }_{p} \Psi_{p}(z)$ is an entire function of $z$.
(b) If $\Delta=-1$, then ${ }_{p} \Psi_{p}(z)$ is defined for all values of $|z|<\delta$ and of $|z|=\delta, \operatorname{Re}(\mu)>1 / 2$.

Remark 2.1. When $\Delta>-1$, the asymptotic behaviour of the generalized Wright function ${ }_{p} \Psi_{p}(z)$ at infinity was established in [30], [31], [32].

It is directly verified the following assertion giving conditions for the existence of the Krätzel function (1.1).

Lemma 2.1. The Krätzel function $Z_{\rho}^{\nu}(x)$ given by (1.1), is defined for $x>0$ for the following parameters $\nu$ and $\rho$ :
(a) for any $\nu \in \mathbb{C}$ and $\rho>0$;
(b) for $\nu \in \mathbb{C}, \operatorname{Re}(\nu)<0$ and $\rho \leq 0$.

In particular,

$$
\begin{equation*}
Z_{0}^{\nu}(x)=\frac{1}{e} \Gamma(-\nu) x^{\nu} \quad(x>0 ; \nu \in \mathbb{C}, \operatorname{Re}(\nu)<0) \tag{2.11}
\end{equation*}
$$

## 3. $Z_{\rho}^{\nu}(z)$ as a $H$-function

In this section we prove that the Krätzel function $Z_{\rho}^{\nu}(x)$ defined by (1.1) for positive $x>0$, can be extended to complex $z \in \mathbb{C}(z \neq 0)$ by using the $H$-function (1.4). Our investigation is based on the following assertion.

Lemma 3.1. Let $\rho \in \mathbb{C}(\rho \neq 0), \nu \in \mathbb{C}$ and $s \in \mathbb{C}(\operatorname{Re}(s)>0)$ be such that $\operatorname{Re}(s+\nu)>0$ when $\rho>0$ and $\operatorname{Re}(s+\nu)<0$ when $\rho<0$. Then the following relation holds:

$$
\begin{equation*}
\left(\mathcal{M} Z_{\rho}^{\nu}\right)(s)=\frac{1}{|\rho|} \Gamma(s) \Gamma\left(\frac{s+\nu}{\rho}\right) \quad(\rho \neq 0, \nu \in \mathbb{C}) . \tag{3.1}
\end{equation*}
$$

Proof. Using (1.7) and (1.1), interchanging the order of integration, making the change of variable $u=x / t$ and taking into account the relation for the Gamma-function [4, 1.1(1)], we have

$$
\left(\mathcal{M} Z_{\rho}^{\nu}\right)(s)=\int_{0}^{\infty} x^{s-1} d x \int_{0}^{\infty} t^{\nu-1} \exp \left(-t^{\rho}-\frac{x}{t}\right) d t
$$

$$
=\int_{0}^{\infty} t^{\nu-1} \exp \left(-t^{\rho}\right) d t \int_{0}^{\infty} x^{s-1} e^{-x / t} d x=\Gamma(s) \int_{0}^{\infty} t^{s+\nu-1} \exp \left(-t^{\rho}\right) d t
$$

Since $\rho \neq 0$, by the change $y=t^{\rho}$ we obtain

$$
\begin{equation*}
\left(\mathcal{M} Z_{\rho}^{\nu}\right)(s)=\frac{1}{\rho} \Gamma(s) \Gamma\left(\frac{s+\nu}{\rho}\right) \quad(\rho>0) \tag{3.2}
\end{equation*}
$$

for $\rho>0$, while for $\rho<0$

$$
\begin{equation*}
\left(\mathcal{M} Z_{\rho}^{\nu}\right)(s)=-\frac{1}{\rho} \Gamma(s) \Gamma\left(\frac{s+\nu}{\rho}\right) \quad(\rho<0) \tag{3.3}
\end{equation*}
$$

Thus (3.1) is proved. The above operations are valid according to the conditions of the theorem. This completes the proof of lemma.

Remark 3.1. The relation (3.2) was proved in [12, Lemma 2].
By (3.1) and (1.7), taking (1.4) and (1.5) into account, the function $Z_{\rho}^{\nu}(z)$ with $\rho \neq 0$ can be represented as the $H$-function in the following

$$
\begin{align*}
& \text { forms: } \\
& \qquad Z_{\rho}^{\nu}(z)=\frac{1}{\rho} H_{0,2}^{2,0}\left[z \left\lvert\, \begin{array}{l}
------- \\
(0,1),(\nu / \rho, 1 / \rho)
\end{array}\right.\right] \quad(z \in \mathbb{C}, z \neq 0 ; \rho>0, \nu \in \mathbb{C}), \tag{3.4}
\end{align*}
$$

when $\rho>0$, while for $\rho<0$,

$$
Z_{\rho}^{\nu}(z)=-\frac{1}{\rho} H_{1,1}^{1,1}\left[z \left\lvert\, \begin{array}{c}
(1-\nu / \rho,-1 / \rho)  \tag{3.5}\\
(0,1)
\end{array}\right.\right] \quad(z \in \mathbb{C}, z \neq 0 ; \rho<0, \operatorname{Re}(\nu)<0)
$$

Remark 3.2. The relation (3.4) was given in [9, (2.9.31)].
Remark 3.3. The representation (3.4) of the Krätzel function $Z_{\rho}^{\nu}(z)$, $\rho>0$ as a Fox's $H_{0,2}^{2,0}$-function reveals it as a special case $(m=2)$ of the kernel-function $H_{0, m}^{m, 0}, m>1$, of the so-called "multiple Borel-Dzrbashjan transform" introduced by Kiryakova [15], [16] and studied in whole details by Al-Mussalam, Kiryakova and Tuan [1]. It is a very general H transform generalizing the Laplace and Meijer transforms and serving as integral transform basis for operational calculus of the Gelfond-Leontiev integration and differentiation operators with respect to the multi-index Mittag-Leffler functions from [15],[16]. These are generalized operators of integration and differentiation of fractional multi-order, typical cases of the
generalized fractional calculus of Kiryakova [14]. It is interesting to mention also the following. For $\rho=1$, the Krätzel function (3.4), as mentioned before, is the modified Bessel function of third kind (McDonald function)(1.2) representable as a Meijer's $G_{0,2}^{2,0}$-function. This shows that the transformation (1.3) is a special case (with $m=2$ and peculiar choice of other parameters) of the Obrechkoff integral transform, studied by Dimovski and Kiryakova [2], [14, Ch. 3] for the purposes of the hyper-Bessel differential operators. This fact clarifies also the relation of Krätzel's paper [18] with a series of his earlier studies (1965-1967) on another generalization of the Laplace and Meijer transforms, see for example, Krätzel [17], and for the details - Kiryakova [14, Chapter 3, pp.197-198].

If $\rho>0$, then in accordance with (3.4) and (1.4), (1.8) we have the representation of $Z_{\rho}^{\nu}(z)$ via the Mellin-Barnes integral in the form

$$
\begin{equation*}
Z_{\rho}^{\nu}(z)=\frac{1}{2 \rho \pi i} \int_{\mathcal{L}} \Gamma(s) \Gamma\left(\frac{\nu+s}{\rho}\right) z^{-s} d s \quad(z \in \mathbb{C}, z \neq 0 ; \rho>0, \nu \in \mathbb{C}) \tag{3.6}
\end{equation*}
$$

where $\mathcal{L}$ is the infinite contour which separates the poles

$$
\begin{equation*}
s_{k}=-k \quad(k=0,1,2, \cdots) \tag{3.7}
\end{equation*}
$$

of the Gamma functions $\Gamma(s)$ and the poles

$$
\begin{equation*}
s_{m}=-\nu-\rho m \quad(m=0,1,2, \cdots) \tag{3.8}
\end{equation*}
$$

of the Gamma function $\Gamma([\nu+s] / \rho)$ to the left.
It follows from (3.4) that for such a function $Z_{\rho}^{\nu}(z)$ with $\rho>0$, the constants defined by (2.1)-(2.4) take the forms:

$$
\begin{equation*}
a^{*}=\Delta=1+\frac{1}{\rho}>0, \quad \mu=\frac{\nu}{\rho}-1, \quad \delta=\rho^{-1 / \rho} \quad(\rho>0) \tag{3.9}
\end{equation*}
$$

Thus, Theorem 2.1 gives the conditions for the existence of $Z_{\rho}^{\nu}(z)$ in (3.4).
Theorem 3.1. Let $z \in \mathbb{C}(z \neq 0), \nu \in \mathbb{C}$ and $\rho>0$. Then the function $Z_{\rho}^{\nu}(z)$, given by (3.4) and (3.6), exists in the following cases:

$$
\begin{gather*}
\mathcal{L}=\mathcal{L}_{-\infty}, \quad z \neq 0  \tag{3.10}\\
\mathcal{L}=\mathcal{L}_{i \gamma \infty}, \quad|\arg z|<(\rho+1) \pi /(2 \rho) . \tag{3.11}
\end{gather*}
$$

Corollary 3.1. Let $z \in \mathbb{C}(z \neq 0)$ and $\nu \in \mathbb{C}$. Then the function $Z_{1}^{\nu}(z)$, given by (3.4) and (3.6) with $\rho=1$, exists in the cases (3.10) and

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{i \gamma \infty}, \quad|\arg z|<\pi . \tag{3.12}
\end{equation*}
$$

If $\rho<0$, then by (1.4) and (3.5),

$$
\begin{equation*}
Z_{\rho}^{\nu}(z)=-\frac{1}{2 \rho \pi i} \int_{\mathcal{L}} \Gamma(s) \Gamma\left(\frac{\nu+s}{\rho}\right) z^{-s} d s \quad(\operatorname{Re}(\nu)<0) \tag{3.13}
\end{equation*}
$$

where $\mathcal{L}$ is the infinite contour which separates the poles (3.7) of the Gamma function $\Gamma(s)$ to the left and the poles (3.8) of the Gamma function $\Gamma([\nu+$ $s] / \rho)$ to the right. It follows from (3.5) that for the function $Z_{\rho}^{\nu}(z)$ with negative $\rho<0$ the constants (2.1)-(2.4) take the forms:

$$
\begin{equation*}
a^{*}=1-\frac{1}{\rho}>0, \quad \Delta=1+\frac{1}{\rho}, \quad \mu=\frac{\nu}{\rho}-1, \quad \delta=(-\rho)^{-1 / \rho} \quad(\rho<0) \tag{3.14}
\end{equation*}
$$

Since $\rho<0$, then $\Delta>0$ for $\rho<-1, \Delta<0$ for $-1<\rho<0$ and $\Delta=0$, $a^{*}=2>0$ for $\rho=-1$. Then from Theorem 2.1 we deduce the existence result.

Theorem 3.2. Let $z \in \mathbb{C}(z \neq 0), \nu \in \mathbb{C}(\operatorname{Re}(\nu)<0)$ and $\rho<0$. The function $Z_{\rho}^{\nu}(z)$, given by (3.5) and (3.13), exists in the following cases:

$$
\begin{gather*}
\mathcal{L}=\mathcal{L}_{-\infty}, \quad \rho<-1, \quad z \neq 0 ;  \tag{3.15}\\
\mathcal{L}=\mathcal{L}_{-\infty}, \quad \rho=-1, \quad 0<|z| \leq 1 ;  \tag{3.16}\\
\mathcal{L}=\mathcal{L}_{+\infty}, \quad-1<\rho<0, \quad z \neq 0 ;  \tag{3.17}\\
\mathcal{L}=\mathcal{L}_{+\infty}, \quad \rho=-1, \quad|z| \geq 1  \tag{3.18}\\
\mathcal{L}=\mathcal{L}_{i \gamma \infty}, \quad \rho<0, \quad|\arg z|<\frac{(\rho-1) \pi}{2 \rho} . \tag{3.19}
\end{gather*}
$$

Corollary 3.2. Let $z \in \mathbb{C}(z \neq 0)$ and $\nu \in \mathbb{C}(\operatorname{Re}(\nu)<0)$. The function $Z_{\rho}^{\nu}(z)$, given by (3.5) and (3.13) with $\rho=-1$, exists in cases (3.16), (3.18) and (3.12).

## 4. $Z_{\rho}^{\nu}(z)$ as the generalized hypergeometric Wright function

In this section we use the relations (3.6) and (3.13) in order to give representations of the function $Z_{\rho}^{\nu}(z)$ in terms of the generalized hypergeometric Wright function (1.9). The results will be different when $\rho>0$, $-1 \leq \rho<0$ and $\rho \leq-1$. We begin from the first case.

There holds the following statement.

Theorem 4.1. Let $z \in \mathbb{C}(z \neq 0), \nu \in \mathbb{C}, \rho>0$, and let the function $Z_{\rho}^{\nu}(z)$ is given by (3.4) and (3.6) with conditions (3.10) or (3.11).
(a) If $k \neq \nu+\rho m$ for any $k, m \in \mathbb{N}_{0} \equiv\{0,1,2, \cdots\}$, then $Z_{\rho}^{\nu}(z)$ is represented by

$$
Z_{\rho}^{\nu}(z)=\frac{1}{\rho}{ }_{1} \Psi_{0}\left[\begin{array}{c|c}
(\nu / \rho,-1 / \rho)  \tag{4.1}\\
----- & -z
\end{array}\right]+z^{\nu}{ }_{1} \Psi_{0}\left[\left.\begin{array}{c}
(-\nu,-\rho) \\
----
\end{array} \right\rvert\,-z^{\rho}\right] .
$$

(b) If there exists $k, m \in \mathbb{N}_{0}$ such that $k=\nu+\rho m$, then $Z_{\rho}^{\nu}(z)$ is represented by

$$
Z_{\rho}^{\nu}(z)=-\frac{1}{\rho} \log (z)_{0} \Psi_{1}\left[\begin{array}{c|c}
----- & z  \tag{4.2}\\
(1,1) & z .
\end{array}\right.
$$

Proof. Let $\nu \in \mathbb{C}$ and $\rho>0$ be such that $k \neq \nu+\rho m$ for any $k, m \in \mathbb{N}_{0}$. By Theorem 3.1, we use the formula (3.6) and choose the contour $\mathcal{L}=\mathcal{L}_{-\infty}$ or $\mathcal{L}=\mathcal{L}_{i \gamma \infty}$. Since the simple poles $s_{k}=-k\left(k \in \mathbb{N}_{0}\right)$ of $\Gamma(s)$ and $s_{m}=-\nu-\rho m \quad\left(m \in \mathbb{N}_{0}\right)$ of $\Gamma([\nu+s] / \rho)$ do not coincide and lie to the left of $\mathcal{L}$, we can apply the usual technique based on the residue theorem, see [4]. Using such a method, we evaluate the integral in (3.6) as the sum of residues of the integrand at the above poles:

$$
\begin{align*}
& Z_{\rho}^{\nu}(z)=\frac{1}{\rho} \sum_{k=0}^{\infty} \operatorname{res}_{s=-k}\left[\Gamma(s) \Gamma\left(\frac{\nu+s}{\rho}\right) z^{-s}\right] \\
&+\frac{1}{\rho} \sum_{m=0}^{\infty} \operatorname{res}_{s=-\nu-\rho m}\left[\Gamma(s) \Gamma\left(\frac{\nu+s}{\rho}\right) z^{-s}\right] . \tag{4.3}
\end{align*}
$$

By the asymptotic estimate of the Gamma function $\Gamma(z)$ near its simple poles $z=-k(k=0,1,2, \cdots)[4,1.17(11)]$ :

$$
\begin{equation*}
\Gamma(z)=\frac{(-1)^{k}}{k!(z+k)}\left[1+O\left(\frac{1}{z}\right)\right](z \rightarrow-k ; k=0,1,2, \cdots), \tag{4.4}
\end{equation*}
$$

we have

$$
\begin{equation*}
\frac{1}{\rho} \sum_{k=0}^{\infty} r e s_{s=-k}\left[\Gamma(s) \Gamma\left(\frac{\nu+s}{\rho}\right) z^{-s}\right]=\frac{1}{\rho} \sum_{k=0}^{\infty} \Gamma\left(\frac{\nu-k}{\rho}\right) \frac{(-z)^{k}}{k!} \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{\rho} \sum_{m=0}^{\infty} r e s_{s=-\nu-\rho m}\left[\Gamma(s) \Gamma\left(\frac{\nu+s}{\rho}\right) z^{-s}\right]=z^{\nu} \sum_{m=0}^{\infty} \Gamma(-\nu-\rho m) \frac{\left(-z^{\rho}\right)^{m}}{m!} . \tag{4.6}
\end{equation*}
$$

Substituting (4.5) and (4.6) into (4.4) and taking (1.11) into account we obtain (4.1). By Theorem 2.2, the functions ${ }_{1} \Psi_{0}(-z)$ and ${ }_{1} \Psi_{0}\left(-z^{\rho}\right)$ in (4.1) are defined under conditions of the theorem.

Let now there exists $k, m \in \mathbb{N}_{0}$ such that $k=\nu+\rho m$. Then (4.3) takes the form

$$
Z_{\rho}^{\nu}(z)=\frac{1}{\rho} \sum_{k=0}^{\infty} r e s_{s=-k}\left[\Gamma(s) \Gamma\left(\frac{\nu+s}{\rho}\right) z^{-s}\right]
$$

where the double poles $s_{k}=-k(k=0,1,2, \cdots)$ lie to the left of $\mathcal{L}$. By the residue theory,

$$
\left.\left.\begin{array}{rl}
Z_{\rho}^{\nu}(z)= & \frac{1}{\rho} \sum_{k=0}^{\infty} \lim _{s \rightarrow-k}\left[(s+k)^{2} \Gamma(s) \Gamma\left(\frac{\nu+s}{\rho}\right) z^{-s}\right]^{\prime} \\
= & \frac{1}{\rho} \sum_{k=0}^{\infty} \lim _{s \rightarrow-k}\{[
\end{array}\right]-(s+k)^{2} \Gamma(s) \Gamma\left(\frac{\nu+s}{\rho}\right) z^{-s}\right] \log (z) .
$$

It is known $[21,(3.39)]$, that the Gamma function $\Gamma(s)$ has the following representation near the simple pole $s=-k\left(k \in \mathbb{N}_{0}\right)$ :
$\Gamma(s)=\frac{(-1)^{k}}{k!}\left[1+\psi(1+k)(s+k)+O\left((s+k)^{2}\right)\right](s \rightarrow-k ; k=0,1,2, \cdots)$,
where $\psi(z)=\Gamma^{\prime}(z) / \Gamma(z)$ is the logarithmic derivative of the Gamma function $[4,1.7(1)]$. Applying (4.8), we calculate the limit in (4.7) and obtain

$$
Z_{\rho}^{\nu}(z)=-\frac{1}{\rho} \log (z) \sum_{k=0}^{\infty} \frac{1}{(k!)^{2}} z^{k}=-\frac{1}{\rho} \log (z) \sum_{k=0}^{\infty} \frac{1}{\Gamma(k+1)} \frac{z^{k}}{k!}
$$

which yields (4.2), in accordance with (1.9). Thus theorem is proved.
Corollary 4.1. Let $z \in \mathbb{C}(z \neq 0), \nu \in \mathbb{C}$, and let the function $Z_{1}^{\nu}(z)$ is given by (3.4) and (3.6) with $\rho=1$ and conditions (3.10) or (3.12).
(a) If $\nu \notin \mathbb{Z}=\{0, \pm 1 \pm 2, \cdots\}$, then $Z_{1}^{\nu}(z)$ is represented by

$$
\begin{align*}
Z_{1}^{\nu}(z) & ={ }_{1} \Psi_{0}\left[\left.\begin{array}{c}
(\nu,-1) \\
-----
\end{array} \right\rvert\,-z\right]+z^{\nu}{ }_{1} \Psi_{0}\left[\left.\begin{array}{c}
(-\nu,-1) \\
----
\end{array} \right\rvert\,-z\right] \\
& =\sum_{k=0}^{\infty} \Gamma(\nu-k) \frac{(-z)^{k}}{k!}+z^{\nu} \sum_{m=0}^{\infty} \Gamma(-\nu-m) \frac{(-z)^{m}}{m!} \tag{4.9}
\end{align*}
$$

(b) If $\nu \in \mathbb{Z}$, then $Z_{1}^{\nu}(z)$ is represented by

$$
Z_{1}^{\nu}(z)=-\log (z){ }_{0} \Psi_{1}\left[\begin{array}{c|c}
----- & z] .  \tag{4.10}\\
(1,1) & z .
\end{array}\right.
$$

Corollary 4.2. Let the conditions of Theorem 4.1 be satisfied.
(a) If $k \neq \nu+\rho m$ for any $k, m \in \mathbb{N}_{0}$, then the function $Z_{\rho}^{\nu}(z)$ has the following asymptotic behaviour at zero

$$
\begin{equation*}
Z_{\rho}^{\nu}(z)=\frac{1}{\rho} \Gamma\left(\frac{\nu}{\rho}\right)[1+O(z)]+\Gamma(-\nu) z^{\nu}\left[1+O\left(z^{\rho}\right] \quad(z \rightarrow 0 ; \rho>0)\right. \tag{4.11}
\end{equation*}
$$

(b) If there exists $k, m \in \mathbb{N}_{0}$ such that $k=\nu+\rho m$, then $Z_{\rho}^{\nu}(z)$ has the asymptotic estimate

$$
\begin{equation*}
Z_{\rho}^{\nu}(z)=-\frac{1}{\rho} \log (z)[1+O(z)] \quad(z \rightarrow 0 ; \rho>0) \tag{4.12}
\end{equation*}
$$

Remark 4.1. When $\nu \neq 0$ and $\rho>0$ be such that $k \neq \nu+\rho m$ for any $k, m \in \mathbb{N}_{0}$, then it follows from (4.11) the asymptotic estimate

$$
Z_{\rho}^{\nu}(z) \sim \begin{cases}\frac{1}{\rho} \Gamma\left(\frac{\nu}{\rho}\right), & \text { if } \operatorname{Re}(\nu)>0  \tag{4.13}\\ \frac{1}{\rho} \Gamma\left(\frac{\nu}{\rho}\right)+\Gamma(-\nu) z^{\nu}, & \text { if } \operatorname{Re}(\nu)=0, \text { but } \nu \neq 0 \\ \Gamma(-\nu) z^{\nu}, & \text { if } \operatorname{Re}(\nu)<0,\end{cases}
$$

as $z \rightarrow 0$. Such a relation for $\rho \geq 1$ and positive $x \rightarrow 0+$ was proved in [18].
Next we consider the case $-1 \leq \rho<0$.
Theorem 4.2. Let $z \in \mathbb{C}(z \neq 0), \nu \in \mathbb{C}(\operatorname{Re}(\nu)<0),-1 \leq \rho<0$, and let the function $Z_{\rho}^{\nu}(z)$ is given by (3.5) and (3.13) with conditions (3.17), or (3.18) or (3.19). Then the function $Z_{\rho}^{\nu}(z)$ is represented by

$$
Z_{\rho}^{\nu}(z)=z^{\nu}{ }_{1} \Psi_{0}\left[\begin{array}{c|c}
(-\nu,-\rho) & \left.-\frac{1}{z^{-\rho}}\right] .  \tag{4.14}\\
---- & .
\end{array}\right.
$$

Proof. By Theorem 3.2, we use formula (3.13) and choose the contour $\mathcal{L}=\mathcal{L}_{+\infty}$ or $\mathcal{L}=\mathcal{L}_{i \gamma \infty}$. Since the simple poles $s_{k}=-k \quad\left(k \in \mathbb{N}_{0}\right)$ of $\Gamma(s)$ lie to the left of $\mathcal{L}$, while the simple poles $s_{m}=-\nu-\rho m \quad\left(m \in \mathbb{N}_{0}\right)$ of $\Gamma([\nu+s] / \rho)$ lie to the right of $\mathcal{L}$, we use the same arguments as in the proof of the Theorem 4.1 and evaluate the integral in (3.13) as the sum of residues of the integrand at $s=s_{m}$. Using (4.4), we have

$$
\begin{aligned}
Z_{\rho}^{\nu}(z) & =\frac{1}{\rho} \sum_{m=0}^{\infty} \operatorname{res}_{s=-\nu-\rho m}\left[\Gamma(s) \Gamma\left(\frac{\nu+s}{\rho}\right) z^{-s}\right] \\
& =z^{\nu} \sum_{m=0}^{m} \Gamma(-\nu-\rho m)\left(-\frac{1}{z^{-\rho}}\right)^{m} \frac{1}{m!},
\end{aligned}
$$

which proves (4.14) if we take (1.9) into account. By Theorem 2.2, the function ${ }_{1} \Psi_{0}\left(-z^{\rho}\right)$ in (4.14) is defined under conditions of the theorem. Thus theorem is proved.

Corollary 4.3. Let $z \in \mathbb{C}(z \neq 0), \nu \in \mathbb{C}(\operatorname{Re}(\nu)<0)$, and let the function $Z_{-1}^{\nu}(z)$ be given by (3.5) and (3.13) with $\rho=-1$ and conditions (3.18) or (3.12). Then $Z_{-1}^{\nu}(z)$ is represented by

$$
Z_{-1}^{\nu}(z)=z^{\nu}{ }_{1} \Psi_{0}\left[\begin{array}{c|c}
(-\nu, 1) & -\frac{1}{z}  \tag{4.15}\\
---- & \\
\hline
\end{array}=z^{\nu} \sum_{k=0}^{\infty} \Gamma(-\nu+k)\left(-\frac{1}{z}\right)^{k} \frac{1}{k!}\right.
$$

Corollary 4.4. Let $z \in \mathbb{C}(z \neq 0), \nu \in \mathbb{C}(\operatorname{Re}(\nu)<0),-1 \leq \rho<0$ be such that conditions of Theorem 4.2 hold. Then the function $Z_{\rho}^{\nu}(z)$ has the following asymptotic behaviour at infinity

$$
\begin{equation*}
Z_{\rho}^{\nu}(z)=\Gamma(-\nu) z^{\nu}\left[1+O\left(\frac{1}{z^{-\rho}}\right)\right] \quad(z \rightarrow \infty) \tag{4.16}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
Z_{-1}^{\nu}(z)=\Gamma(-\nu) z^{\nu}\left[1+O\left(\frac{1}{z}\right)\right] \quad(z \rightarrow \infty) \tag{4.17}
\end{equation*}
$$

Finally we consider the case $\rho \leq-1$.
Theorem 4.3. Let $z \in \mathbb{C}(z \neq 0), \nu \in \mathbb{C}(\operatorname{Re}(\nu)<0), \rho \leq-1$, and let the function $Z_{\rho}^{\nu}(z)$ be given by (3.5) and (3.13) with conditions (3.15), (3.16) or (3.19). Then the function $Z_{\rho}^{\nu}(z)$ is represented by

$$
Z_{\rho}^{\nu}(z)=-\frac{1}{\rho}{ }_{1} \Psi_{0}\left[\begin{array}{c|c}
(\nu / \rho,-1 / \rho) & -z] .  \tag{4.18}\\
---- & -
\end{array}\right.
$$

Proof. By Theorem 3.2, we use formula (3.5) and choose the contour $\mathcal{L}=\mathcal{L}_{-\infty}$ or $\mathcal{L}=\mathcal{L}_{i \gamma \infty}$. Since the simple poles $s_{k}=-k\left(k \in \mathbb{N}_{0}\right)$ of $\Gamma(s)$ lie to the left of $\mathcal{L}$, while the simple poles $s_{m}=-\nu-\rho m \quad\left(m \in \mathbb{N}_{0}\right)$ of $\Gamma([\nu+s] / \rho)$ lie to the right of $\mathcal{L}$, we use the same arguments as in the proof of the Theorems 4.1 and 4.2 , and evaluate the integral in (3.5) as the sum of residues of the integrand at $s=s_{k}$ :

$$
\begin{align*}
Z_{\rho}^{\nu}(z)= & -\frac{1}{\rho} \sum_{k=0}^{\infty} \operatorname{res}_{s=-k}\left[\Gamma(s) \Gamma\left(\frac{\nu+s}{\rho}\right) z^{-s}\right] \\
& =-\frac{1}{\rho} \sum_{k=0}^{\infty} \Gamma\left(\frac{\nu-k}{\rho}\right) \frac{(-z)^{k}}{k!} \tag{4.19}
\end{align*}
$$

which yields (4.18) in accordance with (1.9). By Theorem 2.2 , the function ${ }_{1} \Psi_{0}(z)$ in (4.18) is defined under the conditions of the theorem. Thus the theorem is proved.

Corollary 4.5. Let $z \in \mathbb{C}(z \neq 0), \nu \in \mathbb{C}(\operatorname{Re}(\nu)<0)$, and let the function $Z_{-1}^{\nu}(z)$ be given by (3.5) and (3.13) with conditions (3.16) or (3.12). Then the function $Z_{-1}^{\nu}(z)$ is represented by

$$
Z_{-1}^{\nu}(z)={ }_{1} \Psi_{0}\left[\begin{array}{c|c}
(-\nu, 1) & -z]=\sum_{k=0}^{\infty} \Gamma(-\nu+k) \frac{(-z)^{k}}{k!} . \tag{4.20}
\end{array}\right.
$$

Corollary 4.6. Let $z \in \mathbb{C}(z \neq 0), \nu \in \mathbb{C}(\operatorname{Re}(\nu)<0), \rho \leq-1$ be such that conditions of Theorem 4,3 hold. Then the function $Z_{\rho}^{\nu}(z)$ has the following asymptotic behaviour at zero

$$
\begin{equation*}
Z_{\rho}^{\nu}(z)=-\frac{1}{\rho} \Gamma\left(\frac{\nu}{\rho}\right)[1+O(z)] \quad(z \rightarrow 0) \tag{4.21}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
Z_{-1}^{\nu}(z)=\Gamma(\nu)[1+O(z)] \quad(z \rightarrow 0) . \tag{4.22}
\end{equation*}
$$

The series in (4.18) is also defined for $z=0$. Using (3.13), from Theorem 2.2 we deduce the following result.

Theorem 4.4. Let $z \in \mathbb{C}, \nu \in \mathbb{C}(\operatorname{Re}(\nu)<0)$ and $\rho \leq-1$.
(a) If $\rho<-1$, then the function $Z_{\rho}^{\nu}(z)$, given by (4.18), is an entire function of $z$.
(b) If $\rho=-1$, then the function $Z_{-1}^{\nu}(z)$, given by (4.20), is defined for all of $|z|<1$ and of $|z|=1, \operatorname{Re}(\nu)<-3 / 2$.

Remark 4.2. Relations (4.15) and (4.20) yield different representations for $Z_{-1}^{\nu}(z)$. This is due (4.15) gives the representation for $Z_{-1}^{\nu}(z)$ at infinity, while (4.20) at zero.

According to (4.1), (4.14) and (4.18), the function $Z_{\rho}^{\nu}(z)$ is expressed in terms of the Wright function ${ }_{1} \Psi_{0}(z)$ for real $\rho \neq 0$. Taking the limit in (4.14), as $\rho \rightarrow 0-$, we obtain

Using this fact we can define $Z_{\rho}^{\nu}(z)$ for $\rho=0$ by

$$
\begin{equation*}
Z_{0}^{\nu}(z)=\frac{\Gamma(-\nu)}{e} z^{\nu} \quad(z \in \mathbb{C}, z \neq 0 ; \nu \in \mathbb{C}, \operatorname{Re}(\nu)<0) \tag{4.24}
\end{equation*}
$$

In particular, when $z=x>0$, we obtain (2.11).

## 5. $Z_{\rho}^{\nu}(z)$ as a generalized hypergeometric function

In this section we apply the results in Section 4 to present the cases when $Z_{\rho}^{\nu}(z)$ is expressed via the generalized hypergeometric function (1.10). First we consider the case $\rho>0$. From Theorem 4.1(b) we deduce the first result.

Theorem 5.1. Let $z \in \mathbb{C}(z \neq 0), \nu \in \mathbb{C}, \rho>0$ and let the function $Z_{\rho}^{\nu}(z)$ is given by (3.4) and (3.6) with conditions (3.10) or (3.11).

If there exists $k, m \in \mathbb{N}_{0}$ such that $k=\nu+\rho m$, then $Z_{\rho}^{\nu}(z)$ is given by

$$
\begin{equation*}
Z_{\rho}^{\nu}(z)=-\frac{1}{\rho} \log (z)_{0} F_{1}[-; 1 ; z] . \tag{5.1}
\end{equation*}
$$

Proof. By Theorem 4.1(b), there holds the representation (4.2). Since

$$
\begin{equation*}
\Gamma(k+1)=k!=(1)_{k} \quad\left(k \in \mathbb{N}_{0}\right), \tag{5.2}
\end{equation*}
$$

then, in accordance with (1.9) and (1.10),

$$
{ }_{0} \Psi_{1}\left[\begin{array}{c|c}
-----  \tag{5.3}\\
(1,1) & z
\end{array}\right]={ }_{0} F_{1}[-; 1 ; z] .
$$

Thus (4.2) yields (5.1), and the theorem is proved.
Corollary 5.1. Let $z \in \mathbb{C}(z \neq 0), \nu \in \mathbb{C}$, and let the function $Z_{1}^{\nu}(z)$ be given by (3.4) and (3.6) with $\rho=1$ and conditions (3.10) or (3.12).

If $\nu \in \mathbb{Z}$, then

$$
\begin{equation*}
Z_{1}^{\nu}(z)=-\log (z)_{0} F_{1}[-; 1 ; z] . \tag{5.4}
\end{equation*}
$$

Now we consider the case $\rho=1$ when $\nu \notin \mathbb{Z}$. There holds the following result.

Theorem 5.2. Let $z \in \mathbb{C}(z \neq 0), \nu \in \mathbb{C}$, and let the function $Z_{1}^{\nu}(z)$ is given by (3.4) and (3.6) with $\rho=1$ and conditions (3.10) or (3.12).

If $\nu \notin \mathbb{Z}$, then the function $Z_{1}^{\nu}(z)$ is represented by

$$
\begin{equation*}
Z_{1}^{\nu}(z)=\Gamma(\nu)_{0} F_{1}[-; 1-\nu ; z]+\Gamma(-\nu) z^{\nu}{ }_{0} F_{1}[-; 1+\nu ; z] . \tag{5.5}
\end{equation*}
$$

Proof. By Corollary 4.1, formula (4.9) holds. Applying the functional equation for the Gamma function [4, 1.2(1)]

$$
\begin{equation*}
\Gamma(z+1)=z \Gamma(z) \quad(z \in \mathbb{C}) \tag{5.6}
\end{equation*}
$$

we have

$$
\begin{equation*}
\Gamma(\nu-k)=\frac{\Gamma(\nu-k)(\nu-k) \cdots(\nu-1)}{(\nu-k) \cdots(\nu-1)}=\frac{(-1)^{k} \Gamma(\nu)}{(1-\nu)_{k}} \quad(\nu \neq 0,-1,-2, \cdots), \tag{5.7}
\end{equation*}
$$

$(1-\nu)_{k}$ being the Pochhammer symbol (1.12), and similarly,

$$
\begin{equation*}
\Gamma(-\nu-m)=\frac{(-1)^{m} \Gamma(-\nu)}{(1+\nu)_{m}} \quad(\nu \neq 0,1,2, \cdots) \tag{5.8}
\end{equation*}
$$

Substituting these relations into (4.9) and taking (1.10) into account, we obtain (5.5).

Next we consider the case $\rho=2$.
Theorem 5.3. Let $z \in \mathbb{C}(z \neq 0)$ and $\nu \in \mathbb{C}$, and let the function $Z_{2}^{\nu}(z)$ is given by (3.4) and (3.6) with $\rho=2$ and conditions (3.10) or (3.11).

If $k \neq \nu+2 m$ for any $k, m \in \mathbb{N}_{0}$, then the function $Z_{2}^{\nu}(z)$ is represented by

$$
\begin{align*}
Z_{2}^{\nu}(z)= & \frac{1}{2} \Gamma\left(\frac{\nu}{2}\right){ }_{0} F_{2}\left[-; 1-\frac{\nu}{2}, \frac{1}{2} ;-\frac{z^{2}}{4}\right]  \tag{5.9}\\
& -\frac{z}{2} \Gamma\left(\frac{\nu-1}{2}\right){ }_{0} F_{2}\left[-; \frac{3-\nu}{2}, \frac{3}{2} ;-\frac{z^{2}}{4}\right] \\
+ & \frac{2^{-\nu-1}}{\sqrt{\pi}} \Gamma\left(-\frac{\nu}{2}\right) \Gamma\left(\frac{1-\nu}{2}\right) z^{\nu}{ }_{0} F_{2}\left[-; 1+\frac{\nu}{2}, \frac{1+\nu}{2} ;-\frac{z^{2}}{4}\right] .
\end{align*}
$$

Proof. By Theorem 4.1(a) and (1.9) we have

$$
\begin{equation*}
Z_{2}^{\nu}(z)=\frac{1}{2} \sum_{k=0}^{\infty} \Gamma\left(\frac{\nu-k}{2}\right) \frac{(-z)^{k}}{k!}+z^{\nu} \sum_{k=0}^{\infty} \Gamma(-\nu-2 k) \frac{\left(-z^{2}\right)^{k}}{k!}=S_{1}+S_{2} \tag{5.10}
\end{equation*}
$$

The series in $S_{1}$ we split in two series for even $k=2 n$ and odd $k=2 n+1$ :

$$
S_{1}=\frac{1}{2}\left[\sum_{n=0}^{\infty} \Gamma\left(\frac{\nu}{2}-n\right) \frac{(-z)^{2 n}}{(2 n)!}+\sum_{n=0}^{\infty} \Gamma\left(\frac{\nu-1}{2}-n\right) \frac{(-z)^{2 n+1}}{(2 n+1)!}\right]
$$

Using (5.7), the direct verified formulas

$$
\begin{equation*}
(2 n)!=2^{2 n}(1 / 2)_{n} n!, \quad(2 n+1)!=2^{2 n}(3 / 2)_{n} n! \tag{5.11}
\end{equation*}
$$

and taking (1.10) into account we have

$$
\begin{align*}
& S_{1}=\frac{1}{2}\left[\sum_{n=0}^{\infty} \frac{\Gamma(\nu / 2)}{(1-\nu / 2)_{n}(1 / 2)_{n}} \frac{\left(-z^{2}\right)^{n}}{2^{2 n} n!}-z \sum_{n=0}^{\infty} \frac{\Gamma([\nu-1] / 2)}{[3-\nu] / 2)_{n}(3 / 2)_{n}} \frac{\left(-z^{2}\right)^{n}}{2^{2 n} n!}\right] \\
= & \frac{1}{2} \Gamma\left(\frac{\nu}{2}\right){ }_{0} F_{2}\left[-; 1-\frac{\nu}{2}, \frac{1}{2} ;-\frac{z^{2}}{4}\right]-\frac{z}{2} \Gamma\left(\frac{\nu-1}{2}\right){ }_{0} F_{2}\left[-; \frac{3-\nu}{2}, \frac{3}{2} ;-\frac{z^{2}}{4}\right] . \tag{5.12}
\end{align*}
$$

Applying the Legendre duplication formula for the Gamma function [4, 1.2(15)]

$$
\begin{equation*}
\Gamma(2 z)=\frac{2^{2 z-1}}{\sqrt{\pi}} \Gamma(z) \Gamma\left(z+\frac{1}{2}\right) \tag{5.13}
\end{equation*}
$$

and using (5.8) for the series in the second term of (5.10) we have

$$
\begin{gather*}
S_{2}=z^{\nu} \sum_{k=0}^{\infty} \frac{2^{-\nu-2 k-1}}{\sqrt{\pi}} \Gamma\left(-\frac{\nu}{2}-k\right) \Gamma\left(\frac{1-\nu}{2}-k\right) \frac{\left(-z^{2}\right)^{k}}{k!} \\
=z^{\nu} \frac{2^{-\nu-1}}{\sqrt{\pi}} \sum_{k=0}^{\infty} \frac{\Gamma(-\nu / 2)}{(1+\nu / 2)_{k}} \frac{\Gamma([1-\nu] / 2)}{[1+\nu] / 2)_{k}} \frac{\left(-z^{2}\right)^{k}}{2^{2 k} k!} \\
=\frac{2^{-\nu-1}}{\sqrt{\pi}} \Gamma\left(-\frac{\nu}{2}\right) \Gamma\left(\frac{1-\nu}{2}\right) z^{\nu}{ }_{0} F_{2}\left[-; 1+\frac{\nu}{2}, \frac{1+\nu}{2} ;-\frac{z^{2}}{4}\right] . \tag{5.14}
\end{gather*}
$$

Substituting (5.12) and (5.14) into (5.10), we obtain (5.9).
The following assertion is proved similarly to Theorem 5.3 on the basis of Theorem 4.1 with $\rho=1 / 2$ with using formulas (5.8), (5.11) and (5.13).

Theorem 5.4. Let $z \in \mathbb{C}(z \neq 0)$ and $\nu \in \mathbb{C}$, and let the function $Z_{1 / 2}^{\nu}(z)$ is given by (3.4) and (3.6) with $\rho=1 / 2$ and conditions (3.10) or (3.11).

If $k \neq \nu+m / 2$ for any $k, m \in \mathbb{N}_{0}$, then the function $Z_{1 / 2}^{\nu}(z)$ is represented by

$$
\begin{align*}
Z_{1 / 2}^{\nu}(z)=\frac{2^{2 \nu}}{\sqrt{\pi}} \Gamma(\nu) \Gamma & \left(\nu+\frac{1}{2}\right){ }_{0} F_{2}\left[-; 1-\nu, \frac{1}{2}-\nu ;-\frac{z}{4}\right] \\
& +\Gamma(-\nu) z^{\nu}{ }_{0} F_{2}\left[-; 1+\nu, \frac{1}{2} ;-\frac{z}{4}\right] \\
& -\Gamma\left(-\nu-\frac{1}{2}\right) z^{\nu+1 / 2}{ }_{0} F_{2}\left[-; \frac{3}{2}+\nu, \frac{3}{2} ;-\frac{z}{4}\right] . \tag{5.15}
\end{align*}
$$

Further consider several cases of negative $\rho<0$, and begin from $\rho=-1$.

Theorem 5.5. Let $z \in \mathbb{C}(z \neq 0,|z|<1), \nu \in \mathbb{C}, \operatorname{Re}(\nu)<0$ and let the function $Z_{-1}^{\nu}(z)$ is given by (3.5) and (3.13) with $\rho=-1$ and conditions (3.16) or (3.12). Then,

$$
\begin{equation*}
Z_{-1}^{\nu}(z)=\Gamma(-\nu)(1+z)^{\nu} . \tag{5.16}
\end{equation*}
$$

Proof. By Corollary 4.5 there holds relation (4.20). Applying the formula for the Gamma function [4, 4.1(2)]

$$
\begin{equation*}
\Gamma(a+k)=(a)_{k} \Gamma(a) \quad(a \in \mathbb{C}, a \neq 0,-1,-2, \cdots ; k=0,1,2, \cdots), \tag{5.17}
\end{equation*}
$$

we have

$$
\begin{equation*}
\Gamma(-\nu+k)=\Gamma(-\nu)(-\nu)_{k} . \tag{5.18}
\end{equation*}
$$

Then the series in (4.20) takes the form of the hypergeometric function (1.10):

$$
\sum_{k=0}^{\infty} \Gamma(-\nu+k) \frac{(-z)^{k}}{k!}=\Gamma(-\nu)_{1} F_{0}[-\nu ;-;-z],
$$

and hence, by the known formula [4, 2.8(4)]

$$
\begin{equation*}
{ }_{1} F_{0}[\mu ;-; z]={ }_{2} F_{1}[\mu, b ; b ; z]=(1-z)^{-\mu} \quad(\mu, b \in \mathbb{C} ; \quad|z|<1), \tag{5.19}
\end{equation*}
$$

we obtain

$$
\sum_{k=0}^{\infty} \Gamma(-\nu+k) \frac{z)^{k}}{k!}=\Gamma(-\nu)\left(1+\frac{1}{z}\right)^{\nu}
$$

Substituting this relation into (4.20), we obtain (5.16).
Finally we present the cases $\rho=-1 / 2$ and $\rho=-2$.

Theorem 5.6. Let $z \in \mathbb{C}(z \neq 0), \nu \in \mathbb{C}, \operatorname{Re}(\nu)<0$, and let the function $Z_{-1 / 2}^{\nu}(z)$ be given by (3.5) and (3.13) with $\rho=-1 / 2$ and conditions (3.17) or (3.19).

Then $Z_{-1 / 2}^{\nu}(z)$ is represented by

$$
\begin{align*}
Z_{-1 / 2}^{\nu}(z)= & \Gamma(-\nu) z^{\nu}{ }_{1} F_{1}\left[-\nu ; \frac{1}{2} ; \frac{1}{4 z}\right] \\
& -\Gamma\left(-\nu+\frac{1}{2}\right) z^{\nu-1 / 2}{ }_{1} F_{1}\left[\frac{1}{2}-\nu ; \frac{3}{2} ; \frac{1}{4 z}\right] . \tag{5.20}
\end{align*}
$$

Proof. Applying Theorem 4.2 with $\rho=-1 / 2$, (1.9) and taking the same arguments as in the proof of Theorem 5.3, we have

$$
\begin{gathered}
Z_{-2}^{\nu}(z)=z^{\nu}{ }_{1} \Psi_{0}\left[\left.\begin{array}{l}
(-\nu, 1 / 2) \\
----
\end{array} \right\rvert\,-\frac{1}{\sqrt{z}}\right] \\
=z^{\nu} \sum_{k=0}^{\infty} \Gamma\left(-\nu+\frac{k}{2}\right) \frac{1}{k!}\left(-\frac{1}{\sqrt{z}}\right)^{k} \\
=z^{\nu}\left[\sum_{n=0}^{\infty} \frac{\Gamma(-\nu+n)}{(2 n)!}\left(\frac{1}{z}\right)^{n}-\frac{1}{\sqrt{z}} \sum_{n=0}^{\infty} \frac{\Gamma(-\nu+n+1 / 2)}{(2 n+1)!}\left(\frac{1}{z}\right)^{n}\right] \\
=z^{\nu}\left[\sum_{n=0}^{\infty} \frac{\Gamma(-\nu)(\nu)_{n}}{2^{2 n}(1 / 2)_{n} n!}\left(\frac{1}{z}\right)^{n}-\frac{1}{\sqrt{z}} \sum_{n=0}^{\infty} \frac{\Gamma(-\nu+1 / 2)(-\nu+1 / 2)_{n}}{2^{2 n}(3 / 2)_{n} n!}\left(\frac{1}{z}\right)^{n}\right] \\
=\Gamma(-\nu) z^{\nu}{ }_{1} F_{1}\left[-\nu ; \frac{1}{2} ; \frac{1}{4 z}\right]-\Gamma\left(-\nu+\frac{1}{2}\right) z^{\nu-1 / 2}{ }_{1} F_{1}\left[\frac{1}{2}-\nu ; \frac{3}{2} ; \frac{1}{4 z}\right],
\end{gathered}
$$

and (5.20) is proved.
Theorem 5.7. Let $z \in \mathbb{C}(z \neq 0), \nu \in \mathbb{C}, \operatorname{Re}(\nu)<0$, and let the function $Z_{-2}^{\nu}(z)$ is given by (3.5) and (3.13) with $\rho=-2$ and conditions (3.15) or (3.19).

Then $Z_{-2}^{\nu}(z)$ is represented by

$$
\begin{equation*}
Z_{-2}^{\nu}(z)=\frac{1}{2} \Gamma\left(-\frac{\nu}{2}\right)_{1} F_{1}\left[-\frac{\nu}{2} ; \frac{1}{2} ; \frac{z^{2}}{4}\right]-\frac{z}{2} \Gamma\left(\frac{1-\nu}{2}\right)_{1} F_{1}\left[\frac{1-\nu}{2} ; \frac{3}{2} ; \frac{z^{2}}{4}\right] . \tag{5.21}
\end{equation*}
$$

Proof. Applying Theorem 4.2 with $\rho=-2$, (1.9), (5.17) and (1.10) and taking the same arguments as in the proof of Theorem 5.3, we have

$$
\begin{aligned}
& Z_{-2}^{\nu}(z)= \frac{1}{2}{ }_{1} \Psi_{0}\left[\left.\begin{array}{c}
(-\nu / 2,1 / 2) \\
----
\end{array} \right\rvert\,-z\right]=\frac{1}{2} \sum_{k=0}^{\infty} \Gamma\left(\frac{-\nu+k}{2}\right) \frac{(-z)^{k}}{k!} \\
&=\frac{1}{2}\left[\sum_{n=0}^{\infty} \Gamma\left(-\frac{\nu}{2}+n\right) \frac{(-z)^{2 n}}{(2 n)!}+\sum_{n=0}^{\infty} \Gamma\left(\frac{1-\nu}{2}+n\right) \frac{(-z)^{2 n+1}}{(2 n+1!}\right] \\
&=\frac{1}{2} \sum_{n=0}^{\infty}\left[\Gamma\left(-\frac{\nu}{2}\right)\left(-\frac{\nu}{2}\right)_{n} \frac{z^{2 n}}{2^{2 n}\left(\frac{1}{2}\right)_{n} n!}\right. \\
&\left.\quad-z \sum_{n=0}^{\infty} \Gamma\left(\frac{1-\nu}{2}\right)\left(\frac{1-\nu}{2}\right)_{n} \frac{z^{2 n}}{2^{2 n}\left(\frac{3}{2}\right)_{n} n!}\right]
\end{aligned}
$$

$$
=\frac{1}{2} \Gamma\left(-\frac{\nu}{2}\right){ }_{1} F_{1}\left[-\frac{\nu}{2} ; \frac{1}{2} ; \frac{z^{2}}{4}\right]-\frac{z}{2} \Gamma\left(\frac{1-\nu}{2}\right){ }_{1} F_{1}\left[\frac{1-\nu}{2} ; \frac{3}{2} ; \frac{z^{2}}{4}\right],
$$

and thus (5.21) is proved.
Remark 5.1. In Theorems 5.2-5.4 and 5.5-5.7 we have proved that if $\rho=1,2,1 / 2$ and $\rho=-1,-1 / 2,-2$, respectively, then $Z_{\rho}^{\nu}(z)$ can be represented via the generalized hypergeometric series (1.10). We give a conjecture that by using the same arguments, as in the proofs of the above theorems with applying the Gauss-Legendre multiplication formula [4, 1.2(11)]

$$
\begin{equation*}
\Gamma(m z)=\frac{m^{m z-1}}{(2 \pi)^{(m-1) / 2}} \Gamma(z) \prod_{k=0}^{m-1} \Gamma\left(z+\frac{k}{m}\right) \quad(m \in \mathbb{N}), \tag{5.22}
\end{equation*}
$$

generalizing (5.13), it is possible to prove that $Z_{\rho}^{\nu}(z)$ in the cases $\rho=m, 1 / m$ and $\rho=-1 / m,-m(m=3,4, \cdots)$ can be also represented in terms of the generalized hypergeometric functions (1.10).
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