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Abstract

In this paper, a space fractional diffusion equation (SFDE) with non-
homogeneous boundary conditions on a bounded domain is considered. A
new matrix transfer technique (MTT) for solving the SFDE is proposed.
The method is based on a matrix representation of the fractional-in-space
operator and the novelty of this approach is that a standard discretisation
of the operator leads to a system of linear ODEs with the matrix raised
to the same fractional power. Analytic solutions of the SFDE are derived.
Finally, some numerical results are given to demonstrate that the MTT is
a computationally efficient and accurate method for solving SFDE.
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1. Introduction

Fractional kinetic equations of the diffusion and Fokker-Planck type
have been proposed as a useful approach for the description of transport
dynamics in complex systems that are governed by anomalous diffusion and
non-exponential relaxation patterns [19].
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Space fractional diffusion equations have been investigated by West and
Seshadri [23] and more recently by Gorenflo and Mainardi [7, 8]. However
numerical methods for these fractional equations are still under develop-
ment. Some different numerical methods for solving fractional partial dif-
ferential equations have been proposed. Liu et al. [14, 15, 16] transformed a
fractional partial differential equation into a system of ordinary differential
equations using the fractional method of Lines, which was then solved using
backward differentiation formulas. Meerschaert et al. [18] proposed finite
difference approximations for fractional-in-space advection-dispersion flow
equations.

Part I of the present study explored the possibility of representing the
fractional Laplacian (−4)

α
2 in one-dimensional space subject to homoge-

neous boundary conditions in matrix form A
α
2 . Here the entries of A were

generated using finite difference approximations. Spectral decomposition
played the central role in our understanding of this representation. The key
result is summarized by the following definition:

Definition 1. Suppose the Laplacian (−4) has a complete set of or-
thonormal eigenfunctions ϕn corresponding to eigenvalues λ2

n on a bounded
region D i.e. (−4)ϕn = λ2

nϕn on D; B(ϕ) = 0 on ∂D, where B(ϕ) is one of
the standard three homogeneous boundary conditions. Let

Fγ = {f =
∞∑

n=1

cnϕn, cn = 〈f, ϕn〉|
∞∑

n=1

|cn|2|λ|γn < ∞, γ = max(α, 0)}.

Then for any f ∈ Fγ , (−4)
α
2 is defined by

(−4)
α
2 f =

∞∑

n=1

cnλα
nϕn.

Remark 1. The operator T = (−4)
α
2 is linear and self-adjoint, i.e.,

if f =
∑∞

n=1 anϕn and g =
∑∞

n=1 bnϕn, then 〈Tf, g〉 =
∑∞

n=1 anbnλα
nϕn =

〈f, Tg〉.
Remark 2. If f ∈ Fγ where γ = max(0, α, β, α + β), then

(−4)
α
2 (−4)

β
2 f = (−4)

α
2

{ ∞∑

n=1

cnλβ
nϕn

}

=
∞∑

n=1

cnλα+β
n ϕn = (−4)

α+β
2 f = (−4)

β
2 (−4)

α
2 f.

Remark 3. For α < 0, the only problem that can arise is if λ = 0 is
an eigenvalue. As for ordinary Laplacian, care is required in this case, or
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one can use the Bessel operator (I −4)
α
2 , which is the inverse of the Bessel

potential (I −4)−
α
2 , α ∈ R+, defined by the kernel

Iα(x) =
1

(4π)α/2

1
Γ(α/2)

∫ ∞

0
e−π|x|2/se−s/4πs(−n+α)/2 ds

s
, x ∈ R.

It is known that Iα(x) ∈ L1(R) and its Fourier transform is

Îα(λ) = (2π)−1/2(1 + |λ|2)−α/2, λ ∈ R.

Remark 4. For α > 0, Definition 1 may be too restrictive, since
ordinary functions (and in particular solutions of partial differential equa-
tions) may not belong to Fα. The resulting series may not converge, or not
converge uniformly.

Remark 5. It is reasonable to expect that if f ∈ Fα, then f = 0 on
∂D. The question arises what is the effect of (−4)

α
2 on a function which

does not satisfy the homogeneous boundary conditions. Put another way,
how does one solve problems with nonhomogeneous boundary conditions?
According to Podlubny [20], even the form of boundary conditions has not
been completely defined for fractional derivatives.

In Section 2 we propose an extension to Definition 1 to overcome the
problems mentioned in Remarks 4 and 5.

In this paper, the following space fractional diffusion equation (SFDE)
with initial and nonhomogeneous boundary-value conditions in 1-D is con-
sidered.

Problem 1. Solve the following boundary value problem (BVP) in one
dimension:

∂ϕ

∂t
= −κ

(
− ∂2

∂x2

)α
2

ϕ, 0 < x < L, (1.1)

with the initial condition
ϕ(x, 0) = F (x) (1.2)

together with one of the following boundary conditions:

(i) ϕ(0, t) = f(t), ϕ(L, t) = g(t) . . . (BC)1;
(ii) ϕx(0, t) = f(t), ϕx(L, t) = g(t) . . . (BC)2;
(iii) ϕx(0, t) + βϕ(0, t) = f(t), ϕx(L, t) + βϕ(L, t) = g(t) . . . (BC)3.

This paper is organized as follows: Section 3 proposes a new matrix
transfer technique (MTT) for the SFDE; Section 4 derives the analytic solu-
tion of the SFDE. Finally, we present some numerical results to demonstrate
that the MTT is computationally straightforward for the SFDE.
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2. Fractional operator and its extension

First we wish to extend the Definition 1 for any α and all sufficiently dif-
ferentiable functions. Consider the expansion f =

∑∞
n=1 cnϕn as discussed

in Definition 1. Although it may not be true that (−4)f =
∑∞

n=1 cn(−4)ϕn

=
∑∞

n=1 cnλ2
nϕn, it is reasonable to expect that if g = (−4)f = −fxx; (for

example), then under mild conditions we can write g =
∑∞

n=1 bnϕn. This
idea is captured in the following definition:

Definition 2. Let {ϕn} be a complete set of orthonormal eigenfunc-
tions corresponding to eigenvalues λ2

n of the Laplacian (−4) on a bounded
region D with homogeneous boundary conditions on D. Then

(−4)
α
2 f =





(−4)mf if α = 2m, m = 0, 1, 2...

(−4)
α
2
−m(−4)mf if m− 1 < α

2 < m, m = 1, 2, ...∑∞
n=1 λα

n〈f, ϕn〉ϕn if α < 0

Remark 6. Clearly, this is in the spirit of Definition 1 and is analogous
to the Caputo definition. If f ∈ Fγ , γ = α > 0 as in Remark 2 after
Definition 1, then there is no need to split the exponent as indicated in the
second line above; the two definitions are identical.

Next consider the extension of the action of (−4)
α
2 on functions which

do not satisfy homogeneous boundary conditions. To accomplish this task,
we derive an expression which is analogous to the classical Green’s formula.
Although the method can be extended to two or three dimensions we con-
sider only the one dimensional case in this paper. We also restrict α to
satisfy 0 < α ≤ 2 which is relevant in practice.

Proposition 1. Let ϕn(x) be an eigenfunction corresponding to the

eigenvalue λ2
n of the Laplacian (−4) = (− d2

dx2 ) on the interval a ≤ x ≤ b,
and f any sufficiently smooth function. Then

〈ϕn, (−4)
α
2 f〉 − 〈(−4)

α
2 ϕn, f〉

= λα−2
n [f(b)ϕ′n(b)− f(a)ϕ′n(a)− f ′(b)ϕn(b) + f ′(a)ϕn(a)].

P r o o f. From Definition 2 and 0 < α < 2, m = 1,

〈ϕn, (−4)
α
2 f〉 = 〈ϕn, (−4)

α
2
−1(−4)f〉 (2.1)

= 〈(−4)
α
2
−1ϕn, (−4)f〉

= λα−2
n 〈ϕn,−fxx〉 = λα−2

n

∫ b

a
ϕn(−fxx) dx
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= λα−2
n [f(b)ϕ′n(b)− f(a)ϕ′n(a)− f ′(b)ϕn(b)

+f ′(a)ϕn(a)−
∫ b

a
ϕ′′nf dx]

= λα
n〈ϕn, f〉+ λα−2

n [f(b)ϕ′n(b)− f(a)ϕ′n(a)
−f ′(b)ϕn(b) + f ′(a)ϕn(a)]

= 〈(−4)
α
2 ϕn, f〉+ λα−2

n [f(b)ϕ′n(b)
−f(a)ϕ′n(a)− f ′(b)ϕn(b) + f ′(a)ϕn(a)],

using integration by parts and self-adjointness of (−4)
α
2
−1.

3. Matrix Transfer Technique for the SFDE

In this section, a new matrix transfer technique for the SFDE is pro-
posed. The method will be illustrated by two examples; the first involves
Dirichlet type boundary conditions, while the second involves a boundary
condition of the third type.

Example 1. Use the finite difference method to solve the one-dimensio-
nal fractional-in-space diffusion equation with initial and boundary-value
conditions given as follows:

∂ϕ

∂t
= −k(− ∂2

∂x2
)

α
2 ϕ, 0 < x < 1, t > 0, (3.1)

ϕ(0, t) = f(t), t > 0, (3.2)
ϕ(1, t) = g(t), t > 0, (3.3)
ϕ(x, 0) = F (x), 0 < x < 1. (3.4)

First, the standard space diffusion equation with initial boundary-value
conditions is considered:

∂ϕ

∂t
= −k(− ∂2

∂x2
)ϕ, 0 < x < 1, t > 0, (3.5)

ϕ(0, t) = f(t), t > 0, (3.6)
ϕ(1, t) = g(t), t > 0, (3.7)
ϕ(x, 0) = F (x), 0 < x < 1. (3.8)

Secondly, we introduce a finite difference approximation for the spatial
derivative:
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dϕi

dt
= − k

h2
(−ϕi+1 + 2ϕi − ϕi−1), (i = 1, · · · , N − 1), (3.9)

ϕ0 = f(t), (3.10)
ϕN = g(t), (3.11)

ϕ(xi, 0) = F (xi), (i = 1, · · · , N − 1). (3.12)

where ϕi = ϕ(xi, t), h is the discrete spatial step and N = 1
h .

The above equations can be rewritten in the following matrix form:

dΦ
dt

= −k(AΦ− 1
h2

e1f(t)− 1
h2

eN−1g(t)), (3.13)

where A = 1
h2 tridiag(−1, 2,−1), and e1, eN−1 are the 1st and (N − 1)th

canonical basis vectors in RN−1.
For a real nonsingular, symmetric matrix A(N−1)×(N−1), there exits a

nonsingular matrix P(N−1)×(N−1) such that

A = PΛPT (3.14)

where Λ = diag(λ1, λ2, · · · , λN−1) and λi(i = 1, 2, · · · , N −1) are the eigen-
values of A.

Thirdly, we consider the equation (3.1) rewritten in the following form:

∂ϕ

∂t
= −k(− ∂2

∂x2
)

α
2
−1(− ∂2

∂x2
)ϕ.

Let A = m(− ∂2

∂x2 ) be the matrix representation of the Laplacian, where
we impose homogeneous boundary conditions. If the function ϕ does not
satisfy the homogeneous boundary conditions, then

m(−∂2ϕ

∂x2
) = AΦ− 1

h2
e1f(t)− 1

h2
eN−1g(t).

Now a space fractional diffusion equation (3.1) with initial and nonho-
mogeneous boundary-value conditions (3.2-3.4) in one-dimension is consid-
ered. Assuming the fractional Laplacian satisfies m{(− ∂2

∂x2 )
α
2
−1} = A

α
2
−1,

the equations (3.1) with (3.2-3.3) can be rewritten as follows:

dΦ
dt

= −kA
α
2
−1(AΦ− 1

h2
e1f(t)− 1

h2
eN−1g(t)) (3.15)

= −kA
α
2 Φ +

k

h2
A

α
2
−1e1f(t) +

k

h2
A

α
2
−1eN−1g(t).
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Example 2. Solve the following one dimensional fractional-in-space
diffusion equation with a radiating end:

∂ϕ

∂t
= −k(−4)

α
2 ϕ, 0 < x < 1, (3.16)

ϕ(0, t) = f(t), ϕ′(1, t) + ϕ(1, t) = g(t), t > 0, (3.17)
ϕ(x, 0) = F (x). (3.18)

The procedure followed in Example 1 again applies. The only difference
is that one additional finite difference equation needs to be added for the
boundary value ϕN so that for this example A is N ×N . This is explained
further as follows.

From (3.9), when i = N we have
dϕN

dt
≈ k

h2
{ϕN+1 − 2ϕN + ϕN−1}, (3.19)

and Eq. (3.17) becomes
ϕN+1 − ϕN

h
+ ϕN = g(t), (3.20)

or, rearranging
ϕN+1 = hg(t) + (1− h)ϕN . (3.21)

Eq. (3.19) becomes

dϕN

dt
≈ k

h2
{hg(t)− hϕN + ϕN−1 − ϕN} (3.22)

= − k

h2
{(1 + h)ϕN − ϕN−1}+

k

h
g(t).

From Eq. (3.22), the last row of matrix AN×N is then given by
1
h2

(01×N−2 − 1 (1 + h)).

In order to solve ODE systems of the form (3.15) we inject the spectral
decomposition of A, to arrive at the method we call the matrix transfer
technique (MTT).

Thus, for Example 2,

dΦ
dt

= −kPΛ
α
2 PTΦ +

k

h2
PΛ

α
2
−1PTe1f(t) +

k

h
PΛ

α
2
−1PTeNg(t), (3.23)

where Λ
α
2 = diag(λ

α
2
1 , λ

α
2
2 , · · · , λ

α
2
N ).
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In this work, we can use the differential/algebraic system solver (DASSL)
[5] as our ODE solver. DASSL approximates the time derivative using the
k-th order BDF, where k ranges from order one to five. At every step,
it chooses the order k and step size based on the behaviour of the solu-
tion. This technique has been used to solve adsorption problems involving
step gradients in bidisperse solids [10, 13], hyperbolic models of transport
in bidisperse solids [11], transport problems involving steep concentration
gradients [12], modelling saltwater intrusion into coastal aquifers [14, 17],
numerical simulation for the space fractional Fokker-Planck equation [15, 16]
and the space fractional diffusion equation with insulated ends [21].

4. Analytic solution of the SFDE

In order to demonstrate that the MTT is effective in obtaining an ap-
proximate solution of the SFDE, the computed solution will be compared
with the analytic solution of the SFDE, which will be derived in this section.
Again we consider the two examples presented in the previous section.

Example 3. Obtain the analytic solution of the SFDE (3.1-3.4).
With 〈f, g〉 =

∫ 1
0 f(x)g(x)dx as the inner product, the operator − ∂2

∂x2 ,
ϕ(0) = ϕ(1) = 0 is self-adjoint and has eigenfunctions ϕn(x) =

√
2 sin(nπx)

and corresponding eigenvalues λ2
n = (nπ)2, n = 1, 2, . . .. The operator

(− ∂2

∂x2 )
α
2 as a function of (− ∂2

∂x2 ) is also self-adjoint. We can extend its
definition to functions that do not vanish at x = 0 and x = 1 as follows:

〈ϕn, (− ∂2

∂x2
)

α
2 ϕ〉 = 〈ϕn, (− ∂2

∂x2
)

α
2
−1(− ∂2

∂x2
ϕ)〉 (4.1)

= 〈(− ∂2

∂x2
)

α
2
−1ϕn, (− ∂2

∂x2
)ϕ〉 = λα−2

n 〈ϕn,−ϕ′′〉
= λα〈ϕn, ϕ〉+ λα−2

n [ϕ(1)ϕ′n(1)− ϕ(0)ϕ′n(0)]

using integration by parts.
To derive the analytic solution of the SFDE, we apply the Laplace trans-

form method to equations (3.1-3.3) as follows:

sϕ− F = −k(− ∂2

∂x2
)

α
2 ϕ(x, s), (4.2)

ϕ(0, s) = f(s), (4.3)
ϕ(1, s) = g(s), (4.4)

where ϕ(x, s) = Lϕ(x, t) =
∫∞
0 e−stϕ(x, t)dt is the Laplace transform of

ϕ(x, t).
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Taking the finite transform with respect to {ϕn(x)}, the eigenfunctions
generated by (− ∂2

∂x2 ) with homogeneous boundary conditions, we obtain
ϕn(x) =

√
2 sin(nπx), ϕ′n(x) =

√
2nπ cos(nπx). Thus, ϕ′n(1) =

√
2nπ(−1)n

and ϕ′n(0) =
√

2nπ, λn = nπ.

s〈ϕn, ϕ(x, s)〉 − 〈ϕn, F 〉 = −k〈ϕn, (− ∂2

∂x2
)

α
2 ϕ〉 (4.5)

= −k〈(− ∂2

∂x2
)

α
2 ϕn, ϕ〉 − kλα−2

n [g(s)ϕ′n(1)− f(s)ϕ′n(0)].

Set 〈ϕn, ϕ(x, s)〉 = Cn(s), 〈ϕn, F 〉 = Fn, we have

(kλα
n + s)Cn(s) = Fn − kλα−2

n [g(s)ϕ′n(1)− f(s)ϕ′n(0)].

Cn(s) =
Fn

kλα
n + s

− kλα−2
n

kλα
n + s

[g(s)ϕ′n(1)− f(s)ϕ′n(0)] (4.6)

=
Fn

kλα
n + s

+
√

2
λn

(−1)n+1g(s)

+
√

2
λn

f(s) +
√

2s

λn(kλα
n + s)

{g(s)(−1)n − f(s)},
where the splitting in the second line was done to improve the convergence
of the sum in (4.7).

Hence,
ϕ(x, s) =

∞∑

n=1

Cn(s)ϕn(x) (4.7)

=
∞∑

n=1

√
2Fn

kλα
n + s

sin(nπx) + xg(s) + (1− x)f(s)

+ 2
∞∑

n=1

1
λn(kλα

n + s)
{sg(s)(−1)n − sf(s)} sin(nπx).

In general,

ϕ(x, t) =
∞∑

n=1

√
2Fne−kλα

nt sin(nπx) + xg(t) + (1− x)f(t) (4.8)

+ 2
∞∑

n=1

sin(nπx)
λn

∫ t

0
e−kλα

n(t−τ){(−1)nG(τ)− h(τ)}dτ

with L−1{sg(s)} = G(t) and L−1{sf(s)} = h(t).
In our numerical example, we take f(t) = g(t) = e−t and F (x) =

−(x2 − x− 1). Thus, g(s) = f(s) = 1
s+1 .
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Using partial fractions
s

(kλα
n + s)(s + 1)

=
A

kλα
n + s

+
B

s + 1
,

where A = kλα
n

kλα
n−1 , B = − 1

kλα
n−1 . Noting that L−1{ 1

s+a} = e−at, we obtain

ϕ(x, t) =
∞∑

n=1

√
2Fne−kλα

nt sin(nπx) + xg(t) + (1− x)f(t) (4.9)

+ 2
∞∑

n=1

{(−1)n − 1}
λn

kλα
n

kλα
n − 1

e−kλα
nt sin(nπx)

− 2
∞∑

n=1

{(−1)n − 1}
λn

sin(nπx)
kλα

n − 1
e−t,

where

Fn = 〈ϕn, F 〉 = −
√

2{ 2
(nπ)3

+
1

nπ
}[(−1)n − 1]. (4.10)

Therefore, we obtain the solution of (3.1-3.4) for this choice of f(t) and
g(t) as:

ϕ(x, t) = −
∞∑

n=1

2 sin(nπx){ 2
(nπ)3

+
1

nπ
}[(−1)n − 1]e−k(nπ)αt (4.11)

+xe−t + (1− x)e−t + 2
∞∑

n=1

{(−1)n − 1}k(nπ)α−1

k(nπ)α − 1
e−k(nπ)αt sin(nπx)

−2
∞∑

n=1

{(−1)n − 1}
nπ

sin(nπx)
k(nπ)α − 1

e−t.

Example 4. Obtain the analytic solution of the SFDE (3.16-3.18).
The eigenvalues {λ2

n} and eigenfunctions {ϕn} are obtained as in Ex-
ample 2 in Part 1 of the paper [9]. The eigenvalues {λ2

n} must satisfy

sin(λx) + λ cos(λx) = 0.

The corresponding normalized eigenfunctions are

ϕn(x) =
√

2 sin(λnx)

(1 + cos2 λn)
1
2

, n = 1, 2, · · · .

The analytic solution is derived by the transform method as outlined in
the previous example.
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Application of the Laplace transform gives

sϕ− F = −k(− ∂2

∂x2
)

α
2 ϕ(x, s), (4.12)

ϕ(0, s) = f(s), (4.13)
ϕ′(1, s) + ϕ(1, s) = g(s). (4.14)

Applying the finite transform with respect to {ϕn(x)} gives

s〈ϕn, ϕ(x, s)〉 − 〈ϕn, F 〉 (4.15)

= −kλα
n〈ϕn, ϕ(x, s)〉+ kλα−2

n

√
2√

1 + cos2 λn

[g(s) sinλn + λnf(s)]

From (4.15) and set Cn = 〈ϕn, ϕ(x, s)〉 to obtain:

Cn =
Fn

kλα
n + s

+
kλα−2

n

√
2g sinλn

(s + kλα
n)
√

1 + cos2 λn

+
k
√

2λα−1
n f

(s + kλα
n)
√

1 + cos2 λn

=
Fn

kλα
n + s

+
g

2
2
√

2 sin λn

λ2
n

√
1 + cos2 λn

(1− s

s + kλα
n

)

+
f
√

2
λn

√
1 + cos2 λn

(1− s

s + kλα
n

)

=
Fn

kλα
n + s

+
g

2
2
√

2 sin λn

λ2
n

√
1 + cos2 λn

− g

2
s2
√

2 sin λn

λ2
n

√
1 + cos2 λn(s + kλα

n)

+
f
√

2
λn

√
1 + cos2 λn

− f
√

2s

λn

√
1 + cos2 λn(s + kλα

n)
. (4.16)

where the splitting was again used to improve convergence. Hence,

ϕ(x, s) =
∞∑

n=1

Cn(s)ϕn(x) (4.17)

=
∞∑

n=1

Fn

kλα
n + s

ϕn(x) +
g

2
x + f(1− x

2
)

−g
√

2s
∞∑

n=1

sinλnϕn(x)
λ2

n

√
1 + cos2 λn(s + kλα

n)

−f
√

2s
∞∑

n=1

ϕn(x)
λn

√
1 + cos2 λn(s + kλα

n)
.
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In our numerical example, we take f(t) = g(t) = e−t and F (x) =
−(x2 − x− 1). Thus, we have

Fn = −
∫ 1

0
(x2 − x− 1)

√
2 sin(λnx)√

1 + cos2(λn)
(4.18)

=
√

2
λn

√
1 + cos2(λn)

− 2
√

2(cosλn − 1)
λ3

n

√
1 + cos2(λn)

.

Therefore, we obtain

ϕ(x, t) =
√

2
∞∑

n=1

Fn sin(λnx)√
1 + cos2 λn

e−kλα
nt +

x

2
g(t) + (1− x

2
)f(t) (4.19)

− 2
∞∑

n=1

sin(λnx)(sinλn + λn)
λ2

n(kλα
n − 1)

√
1 + cos2 λn

{kλα
ne−kλα

nt − e−t}.

5. Numerical examples

In this section, we present some numerical results. Numerical solutions
are compared with the analytic solutions.

Example 5. Fractional in space diffusion equation in 1-D:
∂ϕ

∂t
= −k(− ∂2

∂x2
)

α
2 ϕ, 0 < x < 1, t > 0, (5.1)

ϕ(0, t) = f(t), t > 0, (5.2)
ϕ(1, t) = g(t), t > 0, (5.3)
ϕ(x, 0) = F (x), 0 < x < 1, (5.4)

where k = 0.5, f(t) = e−t, g(t) = e−t, F (x) = −(x2 − x− 1).
Figure 1 shows the effect of fractional order α, while Figure 2 shows

the effect of time t. From these figures, it can be seen that the numerical
solution (MTT) is in good agreement with the analytic solution.

Example 6. Fractional-in-space diffusion equation with radiating end
(BC)3 in one dimension:

∂ϕ

∂t
= −κ(−4)

α
2 ϕ, 0 < x < 1, (5.5)

ϕ(0, t) = f(t), ϕ′(1, t) + ϕ(1, t) = g(t), t > 0, (5.6)
ϕ(x, 0) = F (x), (5.7)

where k = 0.5, f(t) = e−t, g(t) = e−t, F (x) = −(x2 − x− 1).
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Figure 1: Comparison of numerical solution (curves) and analytic solution
(symbols) at t = 1 for a space fractional diffusion equation with κ = 0.5
and α = 1.5, 1.6, 1.7, 1.8, 1.9, respectively.

Figures 3 and 4 show the effect of time t for a space fractional diffu-
sion equation with a radiating end (BC)3, and with α = 1.9 and α = 1.8
respectively. From these figures, it can be seen that the numerical solution
(MTT) is in good agreement with the analytic solution.

6. Conclusions

In this paper a novel numerical solution technique for solving SFDE
with nonhomogeneous boundary conditions of Type I and Type III has been
derived. The innovation of the MTT method is that it leads to a system
of ODEs with spatial discretisation matrix raised to the fractional order.
Comparisons with two analytical solutions highlight that MTT provides an
accurate simulation of the fractional-in-space diffusion equations.
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