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Abstract

A known family of fractional integral operators is used here to define
some new subclasses of analytic functions in the open unit disk U. For each
of these new function classes, several inclusion relationships are established.
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1. Introduction and definitions

Let A denote the class of functions f(z) normalized by

f(z) = z +
∞∑

n=2

anzn, (1.1)

which are analytic in the open unit disk U = {z ∈ C; |z| < 1}. If f ∈ A is
given by (1.1) and g ∈ A given by g(z) = z +

∑∞
n=2 bnzn in z ∈ U, then the

Hadamard product (or convolution) of f and g is defined by (f ∗ g)(z) :=
z +

∑∞
n=2 anbnzn.

Let Pk(α) denote the class of functions h(z) analytic in the unit disk U
satisfying the properties h(0) = 1 and

∫ 2π

0

∣∣∣∣ <
(

h(z)− α

1− α

)∣∣∣∣ dθ 5 kπ (z = reiθ; 0 5 α < 1; k = 2). (1.2)
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This class Pk(α) has been introduced in [6]. Note that for α = 0, we obtain
the class Pk defined and studied in [7] and for k = 2, we have the class P (α)
of functions with positive real part greater then α. In particular, P (0) is
the class P of functions with positive real part.

From (1.2), we can easily deduce that h ∈ Pk(α), if and only if

h(z) =
(

k

4
+

1
2

)
h1(z)−

(
k

4
− 1

2

)
h2(z), h1, h2 ∈ P (α). (1.3)

Following a recent investigation by Noor [5], we define the following
function classes:

Rk(α) =
{

f ∈ A :
zf ′(z)
f(z)

∈ Pk(α), z ∈ U
}

, (1.4)

Vk(α) =
{

f ∈ A :
(zf ′(z))′

f ′(z)
∈ Pk(α), z ∈ U

}
, (1.5)

Tk(β, α) =
{

f ∈ A : g ∈ R2(α) and
zf ′(z)
g(z)

∈ Pk(β), z ∈ U
}

, (1.6)

T ∗k (β, α) =
{

f ∈ A : g ∈ V2(α) and
(zf ′(z))′

g′(z)
∈ Pk(β), z ∈ U

}
. (1.7)

We note that the class R2(α) = S∗(α) and V2(α) = K(α) are, respec-
tively, the subclasses of A consisting of functions which are Ästarlike of order
α and convex of order α in U. The class T ∗2 (β, α) = C∗(β, α) was consid-
ered by Noor [3] and T ∗2 (0, 0) = C∗ is the class of quasi-convex univalent
functions which was first introduced and studied in [4]. It can be easily seen
from the above definitions that

f(z) ∈ Vk(α) ⇐⇒ zf ′(z) ∈ Rk(α), (1.8)
and

f(z) ∈ T ∗k (β, α) ⇐⇒ zf ′(z) ∈ Tk(β, α). (1.9)

For λ > 0, µ, η ∈ R and min{λ + η,−µ + η,−µ} > −2, Srivastava et
al. [10] introduced a family of fractional integral operators

Jλ,µ,η
0,z f(z) : A → A ,

defined by

Jλ,µ,η
0,z f(z) =

Γ(2− µ) Γ(2 + λ + η)
Γ(2− µ + η)

zµ Iλ,µ,η
0,z f(z), (1.10)

where Iλ,µ,η
0,z is the hypergeometric fractional integral operator due to Saigo

[9] (nowadays known as Saigo operator, see also details in [1]):
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Iλ,µ,η
0,z f(z) =

z−λ−µ

Γ(λ)

∫ z

0
(z − t)λ−1

2F1

(
λ + µ,−η; λ; 1− t

z

)
f(t) dt.

(1.11)
Here the 2F1-function in the kernel of (1.11) is the Gauss hypergeometric
function, the function f(z) is analytic in a simply-connected region of the
complex z-plane containing the origin, with the order

f(z) = O(|z|ε) (z → 0; ε > max{0, µ− η} − 1),

and the multiplicity of (z − t)λ−1 is removed by requiring log(z − t) to be
real when z − t > 0.

If f(z) ∈ A is of the form (1.1), then fractional integral operator Jλ,µ,η
0,z

has the form (see, [1, p.167, Eq.(25)]):

Jλ,µ,η
0,z f(z)=z +

Γ(2−µ)Γ(2+λ+η)
Γ(2−µ+η)

∞∑

n=2

Γ(n+1)Γ(n−µ+η+1)
Γ(n−µ+1)Γ(n+λ+η+1)

anzn.

(1.12)
It is easily verified from (1.12) that

z
(
Jλ+1,µ,η

0,z f(z)
)′ = (λ+η+2)Jλ,µ,η

0,z f(z)− (λ+η+1)Jλ+1,µ,η
0,z f(z). (1.13)

Let us note that the generalized fractional integral operator Jλ,µ,η
0,z , con-

tains such well known operators as the Riemann-Liouville fractional inte-
gral operator, the Srivastava-Owa fractional integral operator, the Multiplier
transformation operator and the Bernardi-Libera-Livengston operator. One
may refer to the papers [1] and [8] for further details and references on these
operators.

Using the generalized fractional integral operator Jλ,µ,η
0,z , we now define

the following subclasses of A:

Definition 1. Let f(z) ∈ A. Then f(z) ∈ Rλ,µ,η(k, α) if and only if
Jλ,µ,η

0,z f(z) ∈ Rk(α), for z ∈ U.
Definition 2. Let f(z) ∈ A. Then f(z) ∈ V λ,µ,η(k, α) if and only if

Jλ,µ,η
0,z f(z) ∈ Vk(α), for z ∈ U.

Definition 3. Let f(z) ∈ A. Then f(z) ∈ T λ,µ,η(k, β, α) if and only
if Jλ,µ,η

0,z f(z) ∈ Tk(β, α), for z ∈ U.
Definition 4. Let f(z) ∈ A. Then f(z) ∈ T λ,µ,η

∗ (k, β, α) if and only
if Jλ,µ,η

0,z f(z) ∈ T ∗k (β, α), for z ∈ U.
In this paper we establish some inclusion relationships for the above-

mentioned function classes.
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2. Main inclusion relationships

We recall first the following necessary lemma.

Lemma 1. (see [2]) Let u = u1 + iu2 and v = v1 + iv2 and let φ be a
complex valued function satisfying the following conditions:

(i) φ(u, v) is continuous in a domain D ⊂ C2,
(ii) (1, 0) ∈ D and φ(1, 0) > 0,
(iii) <(φ(iu2, v1)) 5 0, whenever (iu2, v1) ∈ D and v1 5 −1

2(1 + u2
2).

If h(z) = 1 +
∑∞

m=2 bmzm, is a function analytic in U such that (h(z),
zh′(z)) ∈ D and <(φ(h(z), zh′(z))) > 0 for z ∈ U, then <(h(z)) > 0 for
z ∈ U.

Our first main inclusion relationship is given by the theorem below.

Theorem 1. Let f ∈ A, λ > 0, λ + η > −1 and min{λ + η,−µ +
η,−µ} > −2. Then

Rλ,µ,η(k, 0) ⊂ Rλ+1,µ,η(k, α), (2.1)
where

α =
2

(β + 3) +
√

β2 + 6β + 17
with β = 2(λ + η). (2.2)

P r o o f. Let f ∈ Rλ,µ,η(k, 0). Then, by setting

z
(
Jλ+1,µ,η

0,z f(z)
)′

Jλ+1,µ,η
0,z f(z)

= p(z) =
(

k

4
+

1
2

)
p1(z)−

(
k

4
− 1

2

)
p2(z) (z ∈ U), (2.3)

we see that the function p(z) is analytic in U, with p(0) = 1 in z ∈ U. Using
identity (1.13) in (2.3) and differentiating with respect to z, we get

z
(
Jλ,µ,η

0,z f(z)
)′

Jλ,µ,η
0,z f(z)

=
(

p(z) +
zp′(z)

λ + η + 1 + p(z)

)
∈ Pk (z ∈ U).

Let

φ(z) =
∞∑

j=1

λ + η + 1 + j

λ + η + 2
zj ,

then

p(z) ∗ φ(z)
z

= p(z) +
zp′(z)

p(z) + λ + η + 1

=
(

k

4
+

1
2

)(
p1(z) ∗ φ(z)

z

)
−

(
k

4
− 1

2

)(
p2(z) ∗ φ(z)

z

)
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and this implies that(
pi(z) +

zp′i(z)
pi(z) + λ + η + 1

)
∈ P (z ∈ U; i = 1, 2). (2.4)

We want to show that pi(z) ∈ P (α), where α is given by (2.2) and this will
show that p(z) ∈ Pk(α) for z ∈ U. Let

pi(z) = (1− α)hi(z) + α (z ∈ U; i = 1, 2). (2.5)

Then in view of (2.4) and (2.5), we obtain for z ∈ U, i = 1, 2:

<
(

(1− α)hi(z) + α +
(1− α) zh′i(z)

(1− α)zhi(z) + α + λ + η + 1

)
> 0. (2.6)

We now form a function φ(u, v) by choosing u = hi(z) and v = zh′1(z)
in (2.6). Thus

φ(u, v) = (1− α)u + α +
(1− α)v

(1− α)u + α + λ + η + 1
. (2.7)

We can easily see that the first two conditions of Lemma 1, are easily sat-
isfied as φ(u, v) is continuous in D = C−

(
−α+λ+η+1

1−α

)
× C, (1, 0) ∈ D and

<(φ(1, 0)) > 0. Now for v1 5 −1
2(1 + u2

2), we obtain

<(φ(iu2, v1)) = α +
(1− α)(α + λ + η + 1)v1

(α + λ + η + 1)2 + (1− α)2u2
2

5 α− 1
2

(1− α)(α + λ + η + 1)(1 + u2
2)

(α + λ + η + 1)2 + (1− α)2u2
2

=
A + Bu2

2

2C
,

where

A = (α + λ + η + 1)[2α(α + λ + η + 1)− (1− α)],
B = (1− α)[2α(1− α)− (α + λ + η + 1)],

C = (α + λ + η + 1)2 + (1− α)2u2
2 > 0 .

We note that <(φ(iu2, v1)) 5 0 if and only if, A 5 0 and B 5 0. From
A 5 0 , we obtain α as given by (2.1) and B 5 0 gives us 0 5 α < 1 .
This completes the proof of Theorem 1.

Theorem 2. Let f ∈ A, λ > 0, λ + η > −1 and min{λ + η,−µ +
η,−µ} > −2. Then

V λ,µ,η(k, 0) ⊂ V λ,µ,η(k, α), (2.8)

where α is given by (2.2).
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P r o o f. To prove the inclusion relationship, we observe (in view of
Theorem 1) that

f(z) ∈ V λ,µ,η(k, 0) ⇐⇒ zf ′(z) ∈ Rλ,µ,η(k, 0)

=⇒ zf ′(z) ∈ Rλ+1,µ,η(k, α)

⇐⇒ f(z) ∈ V λ+1,µ,η(k, α),

which establishes Theorem 2.

Theorem 3. Let f ∈ A, λ > 0, λ + η > −1 and min{λ + η,−µ +
η,−µ} > −2. Then

T λ,µ,η(k, β, 0) ⊂ T λ+1,µ,η(k, γ, α), (2.9)

where α is given by (2.2) and γ 5 β is defined in the proof.

P r o o f. Let f(z) ∈ T λ,µ,η(k, β, 0). Then there exists g(z) ∈ Rλ,µ,η(2, 0)
such that

z
(
Jλ,µ,η

0,z f(z)
)′

Jλ,µ,η
0,z g(z)

∈ Pk(β) (z ∈ U; 0 5 β < 1).

Let

z
(
Jλ+1,µ,η

0,z f(z)
)′

Jλ+1,µ,η
0,z g(z)

= (1−γ)p(z)+γ

=
(

k

4
+

1
2

)
[(1−γ)p1(z)+γ]−

(
k

4
− 1

2

)
[(1−γ)p2(z)+γ], (2.10)

where p(z) is analytic in U, with p(0) = 1. Using the identity (1.13) in
(2.10), and after some computation, we obtain

z
(
Jλ,µ,η

0,z f(z)
)′

Jλ,µ,η
0,z g(z)

= [(1− γ)p(z) + γ] +
(1− γ) zp′(z)

λ + η + 2
Jλ+1,µ,η

0,z g(z)

Jλ,µ,η
0,z g(z)

. (2.11)

Since g(z) ∈ Rλ,µ,η(2, 0), by Theorem 1 we know that g(z) ∈ Rλ+1,µ,η(2, α),
where α is given by (2.2). Hance there exists an analytic function q(z) with
q(0) = 1, such that

z
(
Jλ+1,µ,η

0,z g(z)
)′

Jλ+1,µ,η
0,z g(z)

= (1− α) q(z) + α (z ∈ U). (2.12)
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Then, by using identity (1.13) once again for the function g(z) in (2.12) and
using (2.11) therein, we get

z
(
Jλ,µ,η

0,z f(z)
)′

Jλ,µ,η
0,z g(z)

−β = (1− γ) p(z)+ (γ−β)+
(1− γ) zp′(z)

(1− α) q(z) + α + λ + η + 1

∈ Pk. (2.13)

We form a function φ(u, v) by taking u = pi(z), v = zp′i(z) in (2.13) as

φ(u, v) = (1− γ) u + (γ − β) +
(1− γ) v

(1− α) q(z) + α + λ + η + 1
. (2.14)

It can be easily seen that the function φ(u, v) defined by (2.14) satisfies the
conditions (i) and (ii) of Lemma 1. We verify the condition (iii) as follows:

<(
φ(iu2, v1)

)
= γ − β +

(1− γ)[(1− α)q1 + α + λ + η + 1]v1

[(1− α)q1 + α + λ + η + 1]2 + (1− α)2 q2
2

5 γ − β − 1
2

(1− γ)[(1− α) + α + λ + η + 1](1 + u2
2)

[(1− α)q1 + α + λ + η + 1]2 + (1− α)2 q2
2

5 0 for γ 5 β < 1.

Therefore applying Lemma 1, pi ∈ P, i = 1, 2, and consequently p ∈ Pk

and thus f ∈ T λ+1,µ,η(k, β, α).

Using the same techniques and relation (1.9) with Theorem 3, we have
the following

Theorem 4. Let f ∈ A, λ > 0, λ + η > −1 and min{λ + η,−µ +
η,−µ} > −2. Then

T λ,µ,η
∗ (k, β, 0) ⊂ T λ+1,µ,η

∗ (k, γ, α),
where γ and α are as in Theorem 3.

Remark. Upon setting µ = 0 and η = δ− 1, Theorems 1 to 4 would
yield the corresponding known results due to Noor [5]. Furthermore, for
different choices of k, λ, µ and η, we can obtain several interesting special
cases of Theorems 1 to 4.
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