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#### Abstract

The product of an entire function satisfying a growth condition at infinity and an integrable Boehmian is defined. Properties of this product are investigated.
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## 1. Introduction

Different aspects of the spaces of generalized functions known as Boehmians have been investigated by several authors. For example, the convergence structures for different spaces of Boehmians have been studied in [5] and [11]. Boehmians on the torus have been studied in [17], while Boehmians on the sphere were investigated in [12], [13], and [15]. Also, there have been several integral transforms extended to spaces of Boehmians ([1], [2], [4], [6], [8], [9], [10], [14], [16]).

However, defining a suitable product of a function and a Boehmian has been a problem ([18], [19]). In this note, we provide a definition for the product of an element from a class of entire functions and an integrable Boehmian. Then some properties of this product are established.

## 2. Integrable Boehmians

In this section, after presenting some notation, we discuss the space of integrable Boehmians. This includes a discussion of the convergence structure known as $\delta$-convergence, and a brief discussion of the Fourier transform. For more results concerning integrable Boehmians see [1], [2], [4], [6], [8], [10], and [16].

Let $L^{1}(\mathbb{R})$ denote the space of complex-valued integrable functions on the real line $\mathbb{R}$. Let $C(\mathbb{R})$ denote the space of continuous functions on the real line and $C^{\infty}(\mathbb{R})$ denote all smooth functions on $\mathbb{R}$.

A sequence of integrable functions $\left\{f_{n}\right\}$ converges to $f \in L^{1}(\mathbb{R})$ provided that $\left\|f_{n}-f\right\| \rightarrow 0$ as $n \rightarrow \infty$, where $\|f\|=\int_{-\infty}^{\infty}|f(x)| d x$.

Definition 2.1. A sequence $\left\{\delta_{n}\right\} \in L^{1}(\mathbb{R}) \cap C(\mathbb{R})$ is called a delta sequence, provided
(i) $\int_{-\infty}^{\infty} \delta_{n}(x) d x=1$ for all $n \in \mathbb{N}$;
(ii) $\int_{-\infty}^{\infty}\left|\delta_{n}(x)\right| d x \leq M$ for some constant $M$ and all $n \in \mathbb{N}$;
(iii) $\lim _{n \rightarrow \infty} \int_{|x|>\varepsilon}\left|\delta_{n}(x)\right| d x=0$ for all $n \in \mathbb{N}$ and $\varepsilon>0$.

A pair of sequences $\left(f_{n}, \delta_{n}\right)$ is called a quotient of sequences if $f_{n} \in L^{1}(\mathbb{R})$ for $n \in \mathbb{N},\left\{\delta_{n}\right\}$ is a delta sequence, and $f_{k} * \delta_{m}=f_{m} * \delta_{k}$ for all $k, m \in \mathbb{N}$, where $*$ denotes convolution:

$$
\begin{equation*}
(f * g)(x)=\int_{-\infty}^{\infty} f(x-t) g(t) d t \tag{2.1}
\end{equation*}
$$

Two quotients of sequences $\left(f_{n}, \delta_{n}\right)$ and $\left(g_{n}, \psi_{n}\right)$ are said to be equivalent if $f_{k} * \psi_{m}=g_{m} * \delta_{k}$ for all $k, m \in \mathbb{N}$. A straightforward calculation shows that this is an equivalence relation. The equivalence classes are called integrable Boehmians. The space of all integrable Boehmians will be denoted by $\beta_{L^{1}}$ and a typical element of $\beta_{L^{1}}$ will be written as $F=\left[\frac{f_{n}}{\delta_{n}}\right]$.

The space $\beta_{L^{1}}$ is a convolution algebra with addition, scalar multiplication, and convolution as follows:

$$
\begin{gather*}
{\left[\frac{f_{n}}{\delta_{n}}\right]+\left[\frac{g_{n}}{\varphi_{n}}\right]=\left[\frac{f_{n} * \varphi_{n}+g_{n} * \delta_{n}}{\delta_{n} * \varphi_{n}}\right],}  \tag{2.2}\\
\alpha\left[\frac{f_{n}}{\delta_{n}}\right]=\left[\frac{\alpha f_{n}}{\delta_{n}}\right], \text { where } \alpha \in \mathbb{C}  \tag{2.3}\\
{\left[\frac{f_{n}}{\delta_{n}}\right] *\left[\frac{g_{n}}{\varphi_{n}}\right]=\left[\frac{f_{n} * g_{n}}{\delta_{n} * \varphi_{n}}\right] .} \tag{2.4}
\end{gather*}
$$

The space $L^{1}(\mathbb{R})$ may be viewed as a subspace of $\beta_{L^{1}}$ by identifying $f \in L^{1}(\mathbb{R})$ with $\left[\frac{f * \delta_{n}}{\delta_{n}}\right] \in \beta_{L^{1}}$, where $\left\{\delta_{n}\right\}$ is any delta sequence.

Definition 2.2. A sequence $F_{n} \in \beta_{L^{1}}$ is said to be $\delta$-convergent to $F \in \beta_{L^{1}}$, denoted $\delta$ - $\lim _{n \rightarrow \infty} F_{n}=F$, if there exists a delta sequence $\left\{\delta_{n}\right\}$ such
that for all $n, k \in \mathbb{N}, F_{n} * \delta_{k}, F * \delta_{k} \in L^{1}(\mathbb{R})$ and, for each $k \in \mathbb{N}, F_{n} * \delta_{k} \rightarrow$ $F * \delta_{k}$ in $L^{1}(\mathbb{R})$ as $n \rightarrow \infty$.

The Fourier transform of an $L^{1}(\mathbb{R})$ function is given by

$$
\begin{equation*}
\widehat{f}(x)=\int_{-\infty}^{\infty} f(t) e^{-i x t} d t \tag{2.5}
\end{equation*}
$$

The Fourier transform can be extended to the space $\beta_{L^{1}}$ as follows.
Definition 2.3. The Fourier transform for $F=\left[\frac{f_{n}}{\delta_{n}}\right] \in \beta_{L^{1}}$ is given by

$$
\begin{equation*}
\widehat{F}(x)=\lim _{n \rightarrow \infty} \widehat{f}_{n}(x) \tag{2.6}
\end{equation*}
$$

The above limit exists, and is independent of the representative. Moreover, the Fourier transform of a Boehmian is a continuous function and satisfies the same basic properties as the classical Fourier transform of an $L^{1}$ function (see [10]).

The following will be needed in the proof of Theorem 2.5 and also in the following sections:
(i) If $\left\{\delta_{n}\right\}$ is a delta sequence, then $\widehat{\delta}_{n} \rightarrow 1$ as $n \rightarrow \infty$, where the convergence is uniform on compact sets of $\mathbb{R}$.
(ii) There exists a delta sequence $\left\{\delta_{n}\right\}$ such that $\widehat{\delta}_{n} \in C^{\infty}(\mathbb{R})$ and $\operatorname{supp} \widehat{\delta}_{n}$ is compact, $n \in \mathbb{N}$. Let $\mathcal{S}(\mathbb{R})$ denote the space of rapidly decreasing smooth functions. Let $\psi \in \mathcal{S}(\mathbb{R})$ such that $\psi$ has compact support and $\psi(0)=1$. Since the Fourier transform maps the space $\mathcal{S}(\mathbb{R})$ onto itself, there exists a $\sigma \in \mathcal{S}(\mathbb{R})$ such that $\widehat{\sigma}=\psi$. Now, put $\delta_{n}(x)=n \sigma(n x), n \in \mathbb{N}$. Then, $\left\{\delta_{n}\right\}$ is the desired delta sequence.

The proof of the following lemma is left to the reader. The space of all continuous functions which vanish at infinity is denoted by $C_{0}(\mathbb{R})$. Also, a function $f \in C^{(2)}(\mathbb{R})$ provided that it is twice differentiable and $f^{\prime \prime} \in C(\mathbb{R})$.

Lemma 2.4. Let $g \in C^{(2)}(\mathbb{R})$ such that $g^{(j)} \in L^{1}(\mathbb{R}) \cap C_{0}(\mathbb{R})$ for $j=0,1,2$. Then there exists $f \in L^{1}(\mathbb{R})$ such that $\widehat{f}(x)=g(x), x \in \mathbb{R}$.

The following theorem will be useful when investigating the product in the next section.

THEOREM 2.5. If $g \in C^{(2)}(\mathbb{R})$, then there exists a unique $F \in \beta_{L^{1}}$ such that $\widehat{F}(x)=g(x), x \in \mathbb{R}$.

Proof. Let $\left\{\delta_{n}\right\}$ be a delta sequence with supp $\widehat{\delta}_{n}$ bounded and $\widehat{\delta}_{n} \in C^{\infty}(\mathbb{R})$. Thus, $\left(g \widehat{\delta}_{n}\right)^{(j)} \in L^{1}(\mathbb{R}) \cap C_{0}(\mathbb{R})$ for $j=0,1,2$. By Lemma 2.4, there exists $f_{n} \in L^{1}(\mathbb{R})$ such that $\widehat{f}_{n}=g \widehat{\delta}_{n}, n \in \mathbb{N}$.

Hence, for all $k, n \in \mathbb{N}$,

$$
\begin{equation*}
\left(f_{n} * \delta_{k}\right)^{\wedge}=\left(g \widehat{\delta}_{n}\right) \widehat{\delta}_{k}=\left(g \widehat{\delta}_{k}\right) \widehat{\delta}_{n}=\left(f_{k} * \delta_{n}\right)^{\wedge} \tag{2.7}
\end{equation*}
$$

This yields, for all $k, n \in \mathbb{N}$,

$$
\begin{equation*}
f_{n} * \delta_{k}=f_{k} * \delta_{n} \tag{2.8}
\end{equation*}
$$

$$
\begin{align*}
& \text { So, } F=\left[\frac{f_{n}}{\delta_{n}}\right] \in \beta_{L^{1}} . \text { Moreover, for each } x \in \mathbb{R} \\
& \qquad \begin{array}{l}
\widehat{F}(x)=\lim _{n \rightarrow \infty} \widehat{f}_{n}(x)=\lim _{n \rightarrow \infty} g(x) \widehat{\delta}_{n}(x)=g(x)
\end{array} \tag{2.9}
\end{align*}
$$

The uniqueness follows from the fact that the Fourier transform is injective [10].

## 3. The product

In this section, using the convergence structure, the definition of the product of an entire function satisfying a growth condition and an integrable Boehmian is presented. It is shown that many of the properties satisfied by the product of functions are also satisfied by the product of a function and a Boehmian.

Let

$$
\mathcal{M}=\left\{\varphi: \varphi \text { is entire, } \exists r>0, \varepsilon>0, \gamma>0 \ni|\varphi(z)| \leq \frac{\gamma e^{r|\operatorname{Im} z|}}{(1+|z|)^{3+\varepsilon}}, z \in \mathbb{C}\right\}
$$

Remarks 3.1.
(i) Elements of $\mathcal{M}$ are called multipliers for $\beta_{L^{1}}$. We will see that each element of $\mathcal{M}$ has a well-defined product with each element of $\beta_{L^{1}}$.
(ii) $\mathcal{Z} \subset \mathcal{M}(\mathcal{Z}$ is the space of testing functions used to define the space of ultradistributions (see [20]). Let $\mathcal{D}(\mathbb{R})$ denote the space of all infinitely differentiable functions with compact supports. Then, $\mathcal{Z}$ is the space of all functions whose Fourier transforms are elements of $\mathcal{D}(\mathbb{R})$.)
(iii) If $\varphi \in \mathcal{M}$, then $\widehat{\varphi} \in C^{(2)}(\mathbb{R})$ and $\operatorname{supp} \widehat{\varphi}$ is compact.
(iv) $\mathcal{M}$ is an algebra which is invariant under differentiation.

Let $\left\{\sigma_{n}\right\}$ be any fixed delta sequence such that $\widehat{\sigma}_{n} \in \mathcal{D}(\mathbb{R}), n \in \mathbb{N}$. For $\varphi \in \mathcal{M}$ and $F \in \beta_{L^{1}}$, define

$$
\begin{equation*}
f_{n}^{\varphi}(x)=\frac{1}{2 \pi} \int_{|t| \leq n}\left(1-\frac{|t|}{n}\right)(\widehat{\varphi} * \widehat{F})(t) e^{i x t} d t \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{n}^{\varphi}=\left[\frac{f_{n}^{\varphi} * \sigma_{k}}{\sigma_{k}}\right] \text { for } n=1,2, \ldots \tag{3.2}
\end{equation*}
$$

Definition 3.2. Let $\varphi \in \mathcal{M}$ and $F \in \beta_{L^{1}}$. The product of $\varphi$ and $F$, denoted $\varphi \bullet F$, is given by

$$
\begin{equation*}
\varphi \bullet F=\delta-\lim _{n \rightarrow \infty} F_{n}^{\varphi} \tag{3.3}
\end{equation*}
$$

Let $\varphi \in \mathcal{M}$ and $F \in \beta_{L^{1}}$. Since $\widehat{\varphi} \in C^{(2)}(\mathbb{R})$ and $\operatorname{supp} \hat{\varphi}$ is compact, $\widehat{\varphi} * \widehat{F} \in C^{(2)}(\mathbb{R})$. So, by Theorem 2.5 there exists a unique $G \in \beta_{L^{1}}$ such that $\widehat{G}=\widehat{\varphi} * \widehat{F}$.

Also, by examining the proof of Theorem 2.5, $G=\left[\frac{g_{n}}{\sigma_{n}}\right]$ for some $g_{n} \in$ $L^{1}(\mathbb{R}), n \in \mathbb{N}$.

Much of the following is similar to the proof of Theorem 4 in [10]. Using the above and Fubini's Theorem, for each $k, n \in \mathbb{N}$ we obtain

$$
\begin{equation*}
\left(f_{n}^{\varphi} * \sigma_{k}\right)(x)=\frac{1}{2 \pi} \int_{|t| \leq n}\left(1-\frac{|t|}{n}\right) \widehat{g}_{k}(t) e^{i x t} d t . \tag{3.4}
\end{equation*}
$$

By another application of Fubini's Theorem,

$$
\begin{equation*}
\left(\left(f_{n}^{\varphi} * \sigma_{k}\right) * \sigma_{m}\right)(x)=\frac{1}{2 \pi} \int_{|t| \leq n}\left(1-\frac{|t|}{n}\right) \widehat{g}_{k}(t) \widehat{\sigma}_{m}(t) e^{i x t} d t \tag{3.5}
\end{equation*}
$$

$k, m, n \in \mathbb{N}$.
Since $G=\left[\frac{g_{n}}{\sigma_{n}}\right] \in \beta_{L^{1}}$,

$$
\begin{equation*}
\widehat{g}_{k} \widehat{\sigma}_{m}=\widehat{g}_{m} \widehat{\sigma}_{k}, \quad k, m \in \mathbb{N} \tag{3.6}
\end{equation*}
$$

It follows from (3.5) and (3.6) that

$$
\begin{equation*}
\left(f_{n}^{\varphi} * \sigma_{k}\right) * \sigma_{m}=\left(f_{n}^{\varphi} * \sigma_{m}\right) * \sigma_{k}, \text { for all } k, m, n \in \mathbb{N} \tag{3.7}
\end{equation*}
$$

Now,

$$
\begin{equation*}
f_{n}^{\varphi} * \sigma_{k}=\omega_{n} * g_{k} \quad(k, n \in \mathbb{N}) \tag{3.8}
\end{equation*}
$$

where $\omega_{n}$ is Fejér's kernel [7]. Thus, $f_{n}^{\varphi} * \sigma_{k} \in L^{1}(\mathbb{R})(k, n \in \mathbb{N})$, and for each $k \in \mathbb{N}, f_{n}^{\varphi} * \sigma_{k} \rightarrow g_{k} \quad\left(\right.$ in $\left.L^{1}(\mathbb{R})\right)$ as $n \rightarrow \infty$.

Thus, $F_{n}^{\varphi}=\left[\frac{f_{n}^{\varphi} * \sigma_{k}}{\sigma_{k}}\right] \in \beta_{L^{1}}, n \in \mathbb{N}$, and $\delta-\lim _{n \rightarrow \infty} F_{n}^{\varphi}=G$.
Therefore, the product is well-defined for any $\varphi \in \mathcal{M}$ and any $F \in \beta_{L^{1}}$.
We also obtain from above, the following

Theorem 3.3. Let $\varphi \in \mathcal{M}$ and $F \in \beta_{L^{1}}$. Then $(\varphi \bullet F)=\widehat{\varphi} * \widehat{F}$.
The product of a function and a Boehmian is consistent with multiplication of ordinary functions. More precisely, let $\varphi \in \mathcal{M}$ and $f \in L^{1}(\mathbb{R})$. Since $L^{1}(\mathbb{R}) \subset \beta_{L^{1}}, f$ may be considered as an integrable Boehmian. Thus, $\varphi \bullet f$ has meaning. Moreover, it is not difficult to show that $\varphi \bullet f=\varphi f$.

Theorem 3.4. Let $\varphi, \psi \in \mathcal{M}$ and $F, G \in \beta_{L^{1}}$. Then:
(i) $\quad \varphi \bullet(F+G)=\varphi \bullet F+\varphi \bullet G$,
(ii) $(\varphi+\psi) \bullet F=\varphi \bullet F+\psi \bullet F$,
(iii) $\alpha(\varphi \bullet F)=\alpha \varphi \bullet F=\varphi \bullet \alpha F, \alpha \in \mathbb{C}$,
(iv) $\quad \varphi \bullet(\psi \bullet F)=(\varphi \bullet \psi) \bullet F$.

Proof. The verification of (i), (ii), and (iii) are routine. For (iv),

$$
\begin{aligned}
(\varphi \bullet(\psi \bullet F))^{\wedge} & =\widehat{\varphi} *(\psi \bullet F)=\widehat{\varphi} *(\widehat{\psi} * \widehat{F})=(\widehat{\varphi} * \widehat{\psi}) * \widehat{F} \\
& =(\varphi \bullet \psi)^{\top} * \widehat{F}=((\varphi \bullet \psi) \bullet F) .
\end{aligned}
$$

Thus, $\varphi \bullet(\psi \bullet F)=(\varphi \bullet \psi) \bullet F$.
Let $\mathcal{E}^{\prime}(\mathbb{R})$ denote the space of distributions with compact supports. By identifying $f \in \mathcal{E}^{\prime}(\mathbb{R})$ with $\left[\frac{f * \delta_{n}}{\delta_{n}}\right] \in \beta_{L^{1}}$, where $\left\{\delta_{n}\right\}$ is any delta sequence such that $\delta_{n} \in \mathcal{D}(\mathbb{R})(n \in \mathbb{N})$, we may consider $\mathcal{E}^{\prime}(\mathbb{R})$ a subspace of $\beta_{L^{1}}$.

EXAMPLE 3.5. Using Definition 3.2, the product $\varphi \bullet \delta^{(p)}$ is determined, where $\delta^{(p)}$ is the $p^{t h}$ derivative of the Dirac delta measure.

Let $\varphi \in \mathcal{M}$ and $\left\{\sigma_{n}\right\}$ be a delta sequence with $\widehat{\sigma}_{n} \in \mathcal{D}(\mathbb{R}), n \in \mathbb{N}$,

$$
\begin{equation*}
\left(\widehat{\varphi} *\left(\delta^{(p)}\right)^{\wedge}\right)(x)=\left(\widehat{\varphi} *(i t)^{p}\right)(x)=i^{p} \sum_{j=0}^{p}(-1)^{j}\binom{p}{j} x^{p-j} \int_{-\infty}^{\infty} t^{j} \widehat{\varphi}(t) d t \tag{3.9}
\end{equation*}
$$

Thus, with $F=\delta^{(p)}$, for each $k \in \mathbb{N}$

$$
\begin{align*}
& \left(f_{n}^{\varphi} * \sigma_{k}\right)(x) \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left(1-\frac{|t|}{n}\right)\left(i^{p} \sum_{j=0}^{p}(-1)^{j}\binom{p}{j} t^{p-j} \int_{-\infty}^{\infty} u^{j} \widehat{\varphi}(u) d u\right) e^{i x t} \widehat{\sigma}_{k}(t) d t \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left(1-\frac{|t|}{n}\right)\left(i^{p} \sum_{j=0}^{p}(-1)^{j}\binom{p}{j} t^{p-j}(-i)^{j} \varphi^{(j)}(0)\right) e^{i x t} \widehat{\sigma}_{k}(t) d t  \tag{3.10}\\
& =\sum_{j=0}^{p}(-1)^{j}\binom{p}{j} \varphi^{(j)}(0)\left(\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left(1-\frac{|t|}{n}\right) \widehat{\sigma_{k}^{(p-j)}}(t) e^{i x t} d t\right)
\end{align*}
$$

$$
\rightarrow \sum_{j=0}^{p}(-1)^{j}\binom{p}{j} \varphi^{(j)}(0) \sigma_{k}^{(p-j)}(x) \quad \text { as } n \rightarrow \infty
$$

(Here the convergence is in $L^{1}(\mathbb{R})$ ).
Thus,

$$
\begin{equation*}
\varphi \bullet \delta^{(p)}=\sum_{j=0}^{p}(-1)^{j}\binom{p}{j} \varphi^{(j)}(0)\left[\frac{\sigma_{k}^{(p-j)}}{\sigma_{k}}\right], p=0,1,2, \ldots \tag{3.11}
\end{equation*}
$$

This agrees with the product in the space of distributions. That is, if $\varphi \in \mathcal{M}$, then

$$
\begin{equation*}
\varphi \delta^{(p)}=\sum_{j=0}^{p}(-1)^{j}\binom{p}{j} \varphi^{(j)}(0) \delta^{(p-j)}, p=0,1,2, \ldots \tag{3.12}
\end{equation*}
$$

The previous is not an isolated example. If $\varphi \in \mathcal{M}$ and $F \in \mathcal{E}^{\prime}(\mathbb{R})$, then the product given in Definition 3.2 gives the same result as the product $\varphi F$ considered in the theory of distributions. This will be made more precise in the next theorem.

By applying Theorem 6.11 in [3] and using the fact that the Fourier transform is injective on $\beta_{L^{1}}$, we obtain:

Theorem 3.6. Let $\varphi \in \mathcal{M}$ and $f \in \mathcal{E}^{\prime}(\mathbb{R})$. Then, $\varphi f=\varphi \bullet f$. ( $\varphi f$ denotes the product of a slowly increasing $C^{\infty}$ function and a distribution with compact support.)

Before the final result of this section, Leibniz formula, is given, a lemma and the definition of a generalized derivative are needed.

Let $\left\{\varphi_{n}\right\}$ be a delta sequence such that $\varphi_{n} \in \mathcal{D}(\mathbb{R}), n \in \mathbb{N}$. For $F=$ $\left[\frac{f_{n}}{\delta_{n}}\right] \in \beta_{L^{1}}$, the generalized $n$-th derivative of $F$, denoted $D^{n} F$, is given by

$$
\begin{equation*}
D^{n} F=\left[\frac{f_{k} * \varphi_{k}^{(n)}}{\delta_{k} * \varphi_{k}}\right] \tag{3.13}
\end{equation*}
$$

Lemma 3.7. Let $\alpha \in \mathbb{C}$ and $f, g \in C(\mathbb{R})$ where $f$ has compact support. Then,

$$
\begin{equation*}
(\alpha x)^{n}(f * g)=\sum_{j=0}^{n}\binom{n}{j}\left((\alpha x)^{n-j} f *(\alpha x)^{j} g\right), \text { for } n=1,2, \ldots \tag{3.14}
\end{equation*}
$$

Proof. The equality follows from

$$
\begin{equation*}
x(f * g)=x f * g+f * x g \tag{3.15}
\end{equation*}
$$

by induction.

Theorem 3.8. Let $\varphi \in \mathcal{M}$ and $F \in \beta_{L^{1}}$. Then,

$$
\begin{equation*}
D^{n}(\varphi \bullet F)=\sum_{j=0}^{n}\binom{n}{j}\left(\varphi^{(n-j)} \bullet D^{j} F\right), n=1,2, \ldots \tag{3.16}
\end{equation*}
$$

Proof. For $n=1,2, \ldots$

$$
\begin{gathered}
\left(D^{n}(\varphi \bullet F)\right)^{\wedge}=(i x)^{n}(\widehat{\varphi} * \widehat{F}) \\
=\sum_{j=0}^{n}\binom{n}{j}\left((i x)^{n-j} \widehat{\varphi} *(i x)^{j} \widehat{F}\right) \quad(\text { by Lemma 3.7) } \\
=\sum_{j=0}^{n}\binom{n}{j}\left(\left(\varphi^{(n-j)}\right)^{(n} *\left(D^{j} F\right)^{\wedge}\right)=\sum_{j=0}^{n}\binom{n}{j}\left(\varphi^{(n-j)} \bullet D^{j} F\right) \wedge \\
=\left(\sum_{j=0}^{n}\binom{n}{j}\left(\varphi^{(n-j)} \bullet D^{j} F\right)\right)
\end{gathered}
$$

Thus, $D^{n}(\varphi \bullet F)=\sum_{j=0}^{n}\binom{n}{j}\left(\varphi^{(n-j)} \bullet D^{j} F\right)$, for $n=1,2, \ldots$

## 4. Continuity of the product

In this section, the continuity of multiplication is established. This is made more precise in Theorem 4.2.

The space of square integrable functions on $\mathbb{R}$ is denoted by $L^{2}(\mathbb{R})$. The topology for $L^{2}(\mathbb{R})$ is generated by the norm $\|f\|_{2}=\left(\int_{-\infty}^{\infty}|f(x)|^{2} d x\right)^{\frac{1}{2}}$.

Let

$$
\beta_{A}=\left\{F \in \beta_{L^{1}}: \widehat{F} \in C^{(2)}(\mathbb{R})\right\}
$$

Let $\left\{\sigma_{n}\right\}$ be a fixed delta sequence such that $\widehat{\sigma}_{n} \in \mathcal{D}(\mathbb{R}), n \in \mathbb{N}$.
Remarks 4.1.
(i) $\beta_{A}$ is a convolution algebra.
(ii) For each $F \in \beta_{A}, F * \sigma_{n} \in L^{2}(\mathbb{R}), n \in \mathbb{N}$. This follows by observing that, for each $n \in \mathbb{N}, F * \sigma_{n} \in L^{1}(\mathbb{R})$ (see proof of Theorem 2.5), $\left(F * \sigma_{n}\right)^{\wedge}=\widehat{F} \widehat{\sigma}_{n} \in C^{(2)}(\mathbb{R})$, and $\operatorname{supp}\left(F * \sigma_{n}\right)^{\wedge}$ is compact.

Now, we define a separating family of seminorms on $\beta_{A}$.
For $F \in \beta_{A}$,

$$
\begin{equation*}
\gamma_{p}(F)=\left\|F * \sigma_{p}\right\|_{2}, \quad p=1,2, \ldots \tag{4.1}
\end{equation*}
$$

The sequence of seminorms $\left\{\gamma_{p}\right\}$ generates a locally convex topology for $\beta_{A}$. A sequence $\left\{F_{n}\right\}$ in $\beta_{A}$ converges to $F \in \beta_{A}$, denoted $\gamma$ - $\lim _{n \rightarrow \infty} F_{n}=F$, if for each $p, \gamma_{p}\left(F_{n}-F\right) \rightarrow 0$ as $n \rightarrow \infty$.

We now show that multiplication by an element of $\mathcal{M}$ is continuous.

Theorem 4.2. Let $\varphi \in \mathcal{M}$. Then $F \rightarrow \varphi \bullet F$ is a continuous map from $\beta_{L^{1}}$ into $\beta_{A}$. (That is, if $\delta-\lim _{n \rightarrow \infty} F_{n}=F$, then $\gamma-\lim _{n \rightarrow \infty} \varphi \bullet F_{n}=\varphi \bullet F$.)

Proof. First notice that for $F \in \beta_{L^{1}}, \varphi \bullet F \in \beta_{A}$. Indeed,

$$
\begin{equation*}
(\varphi \bullet F)^{\wedge}=\widehat{\varphi} * \widehat{F} \in C^{(2)}(\mathbb{R}) \tag{4.2}
\end{equation*}
$$

Now, suppose $F_{n}, F \in \beta_{L^{1}}$ such that $\delta$ - $\lim _{n \rightarrow \infty} F_{n}=F$. Then,
$\widehat{F}_{n} \rightarrow \widehat{F}$ uniformly on compact sets as $n \rightarrow \infty$ (see [10]).

$$
\begin{equation*}
\left.\left(\left(\varphi \bullet F_{n}\right) * \sigma_{k}\right)^{\wedge}, \quad\left((\varphi \bullet F) * \sigma_{k}\right)\right)^{\wedge} \in C^{(2)}(\mathbb{R}), \quad(k, n \in \mathbb{N}) \tag{4.3}
\end{equation*}
$$

and,

$$
\begin{equation*}
\operatorname{supp}\left(\left(\varphi \bullet F_{n}\right) * \sigma_{k}\right)^{\wedge} \cup \operatorname{supp}\left((\varphi \bullet F) * \sigma_{k}\right)^{\wedge} \subseteq \operatorname{supp} \widehat{\sigma}_{k}, \quad k, n \in \mathbb{N} \tag{4.4}
\end{equation*}
$$

Now, for each $k, n \in \mathbb{N}$ and all $x \in \mathbb{R}$,

$$
\begin{align*}
&\left|\left(\left(\varphi \bullet F_{n}\right) * \sigma_{k}\right)^{\wedge}(x)-\left((\varphi \bullet F) * \sigma_{k}\right)^{\wedge}(x)\right|  \tag{4.5}\\
&=\left|\left(\left(\widehat{\varphi} * \widehat{F}_{n}\right) \widehat{\sigma}_{k}\right)(x)-\left((\widehat{\varphi} * \widehat{F}) \widehat{\sigma}_{k}\right)(x)\right| \\
& \leq\left(\int_{\operatorname{Supp} \hat{\varphi}}\left|\widehat{F}_{n}(x-t)-\widehat{F}(x-t)\right||\widehat{\varphi}(t)| d t\right)\left|\widehat{\sigma}_{k}(x)\right|
\end{align*}
$$

By using the above, we obtain, for each $k \in \mathbb{N}$,

$$
\begin{equation*}
\left\|\left(\left(\varphi \bullet F_{n}\right) * \sigma_{k}\right)^{\wedge}-\left((\varphi \bullet F) * \sigma_{k}\right) \uparrow\right\|_{2} \rightarrow 0 \text { as } n \rightarrow \infty \tag{4.6}
\end{equation*}
$$

Plancherel's theorem yields,

$$
\begin{equation*}
\left\|\left(\varphi \bullet F_{n}\right) * \sigma_{k}-(\varphi \bullet F) * \sigma_{k}\right\|_{2} \rightarrow 0 \text { as } n \rightarrow \infty \tag{4.7}
\end{equation*}
$$

Thus, $\gamma-\lim _{n \rightarrow \infty} \varphi \bullet F_{n}=\varphi \bullet F$.

## References

[1] D. Atanasiu and P. Mikusiński, On the Fourier transform, Boehmians, and distributions. Colloq. Math. 108 (2007), 263-276.
[2] P.K. Banerji, D. Loonker, and L. Debnath, Wavelet transforms for integrable Boehmians. J. Math. Anal. Appl. 296 (2004), 473-478.
[3] J. Barros-Neto, An Introduction to the Theory of Distributions. Robert E. Krieger Publ. Co., Florida (1981).
[4] J.J. Betancor, M. Linares, and J.M.R. Mendez, The Hankel transform of integrable Boehmians. Applicable Analysis 58 (1995), 367-382.
[5] J. Burzyk, P. Mikusiński, and D. Nemzer, Remarks on topological properties of Boehmians. Rocky Mtn. J. Math. 35 (2005), 727-740.
[6] V. Karunakaran and N.V. Kalpakam, Hilbert transform for Boehmians. Integ. Transf. Spec. Func. 9 (2000), 19-36.
[7] Y. Katznelson, An Introduction to Harmonic Analysis. Dover (1976).
[8] D. Loonker and P.K. Banerji, Mellin transform for fractional integrals for integral Boehmians. J. Indian Math. Soc. 74 (2007), 83-89.
[9] P. Mikusiński, Transforms of Boehmians. Dissertationes Math. 340 (1995), 201-206.
[10] P. Mikusiński, Fourier transform for integrable Boehmians. Rocky Mtn. J. Math. 17 (1987), 577-582.
[11] P. Mikusiński, Convergence of Boehmians. Japan. J. Math. (N.S.) 9 (1983), 159-179.
[12] P. Mikusiński and M. Morimoto, Boehmians on the sphere and their spherical harmonic expansions. Frac. Calc. Appl. Anal. 4 (2001), 2535.
[13] P. Mikusiński and B.A. Pyle, Boehmians on the sphere. Integ. Transf. Spec. Func. 10 (2000), 93-100.
[14] P. Mikusiński and A. Zayed, The Radon transform of Boehmians. Proc. $A M S 118$ (1993), 561-570.
[15] M. Morimoto, Boehmians on the sphere and zonal spherical functions. In: Microlocal Analysis and Complex Fourier Analysis, World Sci. Publishing, River Edge, N.J. (2002), 224-237.
[16] D. Nemzer, Integrable Boehmians, Fourier transforms, and Poisson's summation formula. Appl. Anal. Disc. Math. 1 (2007), 172-183.
[17] D. Nemzer, Boehmians on the torus. Bull. Korean Math. Soc. 43 (2006), 831-839.
[18] D. Nemzer, A generalized product. Bull. Inst. Math. Acad. Sinica 27 (1999), 125-136.
[19] D. Nemzer, The product of a function and a Boehmian. Colloq. Math. (1993), 49-55.
[20] A. Zemanian, Distribution Theory and Transform Analysis. Dover Pub., New York (1987).

Department of Mathematics
Received: August 5, 2008
California State University, Stanislaus
One University Circle
Turlock, CA 95382 - USA
e-mail: jclarke@csustan.edu

