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Abstract

The main object of this article is to introduce sufficient conditions of
univalency for a class of analytic functions with finitely many coefficients
defined by approximate functions due to Suffridge on the unit disk of the
complex plane whose image is saddle-shaped. Sandwich theorem is also
discussed.
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1. Introduction

In the theory of univalent function, it is known that Riemann mapping
theorem plays an important role. It shows the existence of a unique con-
formal univalent map f of the open unit disk U := {z : |z| < 1} onto each
simply connected domain G such that f(z0) = g0 and f ′(z0) > 0. If the
boundary of G is piecewise analytic and g1 is a point on the boundary of G,
then the uniqueness assertion of the Riemann mapping theorem can be re-
formulated alternately as the statement that there exists a unique conformal
mapping f of U onto G such that f(z0) = g0 and f(1) = g1.
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One of the major branches of complex analysis is univalent function
theory: the study of one-to-one analytic functions f of the unit disk U
normalized to Taylor series

f(z) = z + a2z
2 + a3z

3 + ... ,

and all this class of function denoted by A. Many papers and books have
been written about the properties of the class S of such functions. An im-
portant result in this area is Bieberbach’s Conjecture (1916), then famously
known as de Branges Theorem (1985): for any f ∈ S, the Taylor coefficients
satisfy |an| ≤ n (see [1]-[3]). The well known result due to Nevanlinna (1921)
stated that if f is holomorphic in |z| < 1 and satisfies f(0) = 0, f ′(0) 6= 0,
then f is univalent and maps the unit disk onto a starlike domain (with
respect to 0) if and only if Re[zf ′(z)/f(z)] > 0 everywhere. Later, Wald
(1978) gave a characterization of those functions which are starlike with
respect to another center. Observe that although the classes of starlike, spi-
rallike and convex functions were studied very extensively, little was known
about functions that are holomorphic on the unit disk U and starlike with
respect to a boundary point. It was first known that in 1981 Robertson [4]
introduced two classes of univalent functions and conjectured that they co-
incide. In (1984) his conjecture was proved by Lyzzaik [5]. Finally, in (1990)
Silverman and Silvia [6], used similar method, and gave a full description
of the class of univalent functions on U, the image of which is starlike with
respect to a boundary point.

The Koebe function k(z) = z/(1− z)2 is extremal for a variety of prob-
lems for univalent functions and a sequence of polynomials constructed by
Suffridge [7] provides a good approximation to k(z). Suffridge defined and
studied the classes of univalent polynomials

Sm(j; z) = z +
m∑

n=2

m− n + 1
m

sinnjπ/(m + 1)
sin jπ/(m + 1)

zn, j ∈ N ,

establishing various extremal properties. It is interesting that Sm(1; z) is
the desired approximation to k(z).

Consider the subclass A(em) of the class A consisting of functions of the
form

f(z) = z +
m∑

n=2

m− n + 1
m

sinnjπ/(m + 1)
sin jπ/(m + 1)

enzn +
∞∑

k=m+1

akz
k, (1)

where
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en :=
m

m− n + 1
sin jπ/(m + 1)
sinnjπ/(m + 1)

an.

Also we consider the subclass T (em) of the class A consisting of functions
of the form

f(z) = z −
m∑

n=2

m− n + 1
m

sinnjπ/(m + 1)
sin jπ/(m + 1)

enzn −
∞∑

k=m+1

akz
k. (2)

In this work, we introduce the following definition:

Definition 1.1. For functions f(z) ∈ A are called in the class saddle-
like, denoted by SD, if satisfy:

<
{

ea2+ib zf ′(z)
f(z)

}
> 0,

where
−2
π
≤ a ≤ 2

π
, −π

2
< b <

π

2
, z ∈ U.

Remark 1.1.

(i) If a = b = 0, then we obtain the starlike subclass.
(ii) If a = 0, then Definition 1.1 reduces to the class of spiral-like.

Definition 1.2. For functions f(z) ∈ A(em) we define the subclass
SD(em), if they satisfy:

<
{

ea2+ib zf ′(z)
f(z)

}
> 0,

where −2
π
≤ a ≤ 2

π
, −π

2
< b <

π

2
, z ∈ U.

Our aim is to introduce the sufficient and necessary conditions for func-
tions belong to the class SD(em). For this purpose we need to the following
preliminaries.

Let φ : C2 → C and let h be univalent in U. If p is analytic in U
and satisfies the differential subordination φ(p(z)), zp′(z)) ≺ h(z), then p is
called a solution of the differential subordination. The univalent function
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q is called a dominant of the solutions of the differential subordination,
p ≺ q. If p and φ(p(z)), zp′(z)) are univalent in U and satisfy the differential
superordination h(z) ≺ φ(p(z)), zp′(z)), then p is called a solution of the
differential superordination. An analytic function q is called subordinant of
the solution of the differential superordination if q ≺ p.

Lemma 1.1. ([8]) Let q be convex (univalent) in U and R,S be analytic
in C and T analytic in a domain D ⊃ q(U). Suppose that

(a) <{ S((1+t)zq′(z))T ′(q(z))
R′((1 + t)zq′(z)) + S′((1+t)zq′(z))T (q(z))

}≥0, ∀ z ∈ U, and t ≥ 0.

(b) Q(z)=zq′(z)R′(zq′(z))+S′(zq′(z))T (q(z)) is starlike (univalent) in U.

If p is analytic in U with p(0) = q(0), p(U) ⊂ D and

R(zp′(z)) + S(zp′(z))T (p(z)) ≺ R(zq′(z)) + S(zq′(z))T (q(z)),

then p(z) ≺ q(z).

Lemma 1.2. [9] Let φ be convex univalent in U and ω analytic in U
with <{ω} ≥ 0. If p is analytic in U with p(0) = φ(0), then

p(z) + ω(z)zp′(z) ≺ φ(z)

implies that
p(z) ≺ φ(z), z ∈ U.

Lemma 1.3. ([10]) Let P and p be analytic in U with p(0) = P (0) = 1
and satisfy

P (z) ≺ 1 +
λµz

µ + α
, z ∈ U,

and

P (z)[1− α + α(ν + (1− ν)p(z))] ≺ 1 + λz, z ∈ U, ν < 1,

then <{p(z)} > 0 in U , where

|λ| ≤ (µ + α)
√

[2α(1− ν)− 1]/[α2 + 2α(µ + (1− ν)µ2)],

with α > 1/[2(1− ν)].
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2. Sufficient and necessary conditions

The object of this section is to pose the sufficient conditions for functions
in the class SD(em).

Theorem 2.1. Let the function f defined by (1). Then f ∈ SD(em), if
∞∑

k=m+1

k|ak| ≤ 1−
m∑

n=2

n|en|,

where

en =
m

m− n + 1
sin jπ/(m + 1)
sinnjπ/(m + 1)

an.

P r o o f. Let the function f ∈ A(em). By the assumption of the theorem,
we have

1−
m∑

n=2

n|en| −
∞∑

k=m+1

k|ak| > 0, ∀n, k ∈ N .

Consequently, this yields, ∀n, k ∈ N ,

1 +
∑m

n=2 n|en|+
∑∞

k=m+1 k|ak|
1−∑m

n=2 |en| −
∑∞

k=m+1 |ak| ≥ 1−∑m
n=2 n|en| −

∑∞
k=m+1 k|ak|

1−∑m
n=2 |en| −

∑∞
k=m+1 |ak| > 0,

which implies

<{ea2+ib zf ′(z)
f(z)

} > 0.

Hence f ∈ SD(em).

Theorem 2.2. Let p be analytic in U. Then we have the following:

(i) Let λ ∈ C such that <{ λ
1+λz} > 0, then

zp′(z)
p(z)

≺ λz

1 + λz
implies p(z) ≺ 1 + λz. (3)

(ii) For 0 < |λ| ≤ 1 and

zp′(z)
p(z)

≺ −2λz

1− λ2z2
implies p(z) ≺ 1− λz

1 + λz
. (4)
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(iii) Let λ ∈ C such that <( λ
p(z)) ≥ 0, then

λ[p(z) +
zp′(z)
p(z)

] ≺ λ[1− z] implies λp(z) ≺ λ[1− z]. (5)

(iv) Let <(λ) ≥ 0 and

p(z)− λzp′(z) ≺ λz

1 + λz
implies p(z) ≺ λz

1 + λz
. (6)

P r o o f. If we take R(θ) = 0, S(θ) = θ, T (θ) = 1
θ , θ ∈ C with q(z) =

1+λz in (i) and R(θ) = 0, S(θ) = θ, T (θ) = 1
θ , θ ∈ C with q(z) = 1−λz

1+λz in (ii),
then (3) and (4) follow from Lemma 1.1. If we chose ω(θ) = λ

θ , θ ∈ C\{0}
with φ(z) = λz in (iii) and ω(θ) = −λ, φ(z) = λz

1+λz in (iv), then (5) and
(6) follow from Lemma 1.2.

As applications of Theorem 2.2, we have the following examples.

Example 2.1. Let f ∈ A(em), p(z) := zf ′(z)
f(z) , with <{ λ

1+λz} > 0 in
Theorem 2.1 (i), we obtain that

zf ′′(z)
f ′(z)

+ 1− zf ′(z)
f(z)

≺ λz

1 + λz

implies
zf ′(z)
f(z)

≺ 1 + λz.

Example 2.2. Let p(z) := αf(z), α ∈ C with <(α) > 0 and f ∈ A(em)
in Theorem 2.1 (ii), we pose

|α||zf ′(z)
f(z)

| ≤ 2 implies |α||f(z)| ≤ 1.

Example 2.3. Let f ∈A(em), p(z) :=λ zf ′(z)
f(z) , such that <(λ f(z)

zf ′(z))≥ 0
in Theorem 2.1 (iii), we have that

λ[
zf ′′(z)
f ′(z)

+ 1] ≺ λ[1− z]
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implies

λ
zf ′(z)
f(z)

≺ λ[1− z].

Example 2.4. Let f ∈ A(em), p(z) := λ zf ′(z)
f(z) , such that <(λ) ≥ 0 in

Theorem 2.1 (iv), we have that

λ
zf ′(z)
f(z)

[
zf ′(z)
f(z)

− zf ′′(z)
f ′(z)

] ≺ λz

1 + λz

implies

λ
zf ′(z)
f(z)

≺ λz

1 + λz
.

Example 2.5. Let λ = 1 in Example 2.3, then we get that

|zf ′′(z)
f ′(z)

− 1| < 1

implies

|zf ′(z)
f(z)

− 1| < 1.

Example 2.6. Let λ = 1 and |z| ≤ 1
2 in Example 2.4, then we get that

|zf ′(z)
f(z)

[
zf ′(z)
f(z)

− zf ′′(z)
f ′(z)

]| < 1

implies

|zf ′(z)
f(z)

− 1| < 1.

Remark 2.1. Note that when λ := ea2+ib in Example 2.3 and Example
2.4, we have f ∈ SD(em).

Theorem 2.3. Let α, λ, µ and ν be defined as in Lemma 1.3. And let
β ∈ C such that <(β) > 0. Then for f ∈ A(em), we have

(1− α(1− ν))(
f(z)

z
)µ + αβ(1− ν)

zf ′(z)
f(z)

(
f(z)

z
)µ ≺ 1 + λz

implies f ∈ SD(em).
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P r o o f. Setting

β := ea2+ib, p(z) :=
zf ′(z)
f(z)

and P (z) := (
f(z)

z
)µ.

The result follows from Lemma 1.3.

Note that Theorem 2.3, for the case µ = 1, ν = 0, β = 1 is due to
Mocanu [11].

Next we establish the necessary conditions for analytic functions in the
class SD(em).

Theorem 2.4. Let the function f defined by (2). Then f ∈ SD(em) if
and only if

∞∑

k=m+1

k|ak| ≤ 1−
m∑

n=2

n|en|,

where

en =
m

m− n + 1
sin jπ/(m + 1)
sinnjπ/(m + 1)

an.

Other properties are studied in the next results.

Theorem 2.5. Let f1(z), ..., fl(z) defined by (1) be in the class SD(em).
Then for numbers gj , not all of them vanish, the function

G(z) :=
l∑

j=1

gjfj(z)

is also in the class SD(em).

P r o o f. Assume that <{ea2+ib zf ′j(z)

fj(z) } = Mj > 0, ∀ j = 1, ..., l and
M := min(Mj)

<
(
ea2+ib zG′(z)

G(z)

)
= <

(
ea2+ib

z(
∑l

j=1 gjfj(z))′
∑l

j=1 gjfj(z)

)

= <
(
ea2+ib

∑l
j=1 gj(zf ′j(z))

∑l
j=1 gjfj(z)

)
= <

(
ea2+ib

∑l
j=1 gjfj(z)

zf ′j(z)

fj(z)∑l
j=1 gjfj(z)

)

= <
(∑l

j=1 gjfj(z)
∑l

j=1 gjfj(z)

)
Mj ≥ M<

(∑l
j=1 gjfj(z)

∑l
j=1 gjfj(z)

)
> 0.

Hence G ∈ SD(em).
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It is well known that the Koebe function f(z) = z
(1−z)2

is the extremal
function for the class of starlike functions in U and the function g(z) = z

1−z
is the extremal function for the class of convex functions in U. But the
partial sum fk of f is not starlike in U and the partial sum gk of g is not
convex in U . Next we introduce the sufficient condition for the partial sum
fm of functions f ∈ SD(em) to be in the same class.

Theorem 2.6. Let f defined by (1) be in the class SD(em). Then its
partial sums defined by

fm(z) = z +
m∑

n=2

m− n + 1
m

sinnjπ/(m + 1)
sin jπ/(m + 1)

enzn

are in the class SD(em) if
∑m

n=2 n|en| ≤ 1.

3. Sandwich theorem

By employing the concept of the subordination and superordination
given previously in the introduction, we pose the sandwich theorem con-
taining functions f ∈ A to satisfy the sandwich relation

q1(z) ≺ eu zf ′(z)
f(z)

≺ q2(z), u := a2 + ib.

In order to obtain our results, we need the following lemmas.

Lemma 3.1. ([12]) Let q(z) be univalent in the unit disk U and θ and φ
be analytic in a domain D containing q(U) with φ(w) 6= 0 when w ∈ q(U).
Set Q(z) := zq′(z)φ(q(z)), h(z) := θ(q(z)) + Q(z). Suppose that:

1. Q(z) is starlike univalent in U , and

2. <{zh′(z)
Q(z)

} > 0 for z ∈ U.

If θ(p(z)) + zp′(z)φ(p(z)) ≺ θ(q(z)) + zq′(z)φ(q(z)), then p(z) ≺ q(z)
and q(z) is the best dominant.

Definition 3.1. ([13]) Denote by Q the set of all functions f(z) that are
analytic and injective on U −E(f), where E(f) := {ζ ∈ ∂U : limz→ζ f(z) =
∞} and are such that f ′(ζ) 6= 0 for ζ ∈ ∂U −E(f).

Lemma 3.2. ([14]) Let q(z) be convex univalent in the unit disk U and
ϑ and ϕ be analytic in a domain D containing q(U). Suppose that:
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1. zq′(z)ϕ(q(z)) is starlike univalent in U, and

2. <{ϑ′(q(z))
ϕ(q(z))

} > 0 for z ∈ U.

If p(z) ∈ H[q(0), 1] ∩ Q, with p(U) ⊆ D and ϑ(p(z)) + zp′(z)ϕ(z) is
univalent in U and ϑ(q(z)) + zq′(z)ϕ(q(z)) ≺ ϑ(p(z)) + zp′(z)ϕ(p(z)), then
q(z) ≺ p(z) and q(z) is the best subordinant.

Theorem 3.1. Let q, q(z) 6= 0, be a univalent function in U such that

<
[zq′′(z)

q′(z)
+ 1− zq′′(z)

q′(z)

]
> max[0,<(

(eu − 1)q(z)
eu

]. (7)

If eu zf ′(z)
f(z) 6= 0, satisfies the differential subordination

−1 + eu[eu zf ′(z)
f(z)

+ 2 +
zf ′′(z)
f ′(z)

] ≺ (1− eu(q(z)− 1)) + eu zq′(z)
q(z)

,

then eu zf ′(z)
f(z) ≺ q(z) and q is the best dominant.

P r o o f. Let p(z) := eu zf ′(z)
f(z) , θ(w) := (1− eu(w − 1)),

φ(w) := eu

w ⇒ Q(q) := zq′(z)
q(z) eu, h(z) = (1− eu(q − 1)) + zq′(z)

q(z) eu.

Then all the above functions satisfy the assumptions of Lemma 3.1.
Hence the proof is over.

Theorem 3.2. Let q, q(z) 6= 0, be a convex univalent function in U

such that <(1− eu) > 0, −1+ eu[eu zf ′(z)
f(z) +2+ zf ′′(z)

f ′(z) ] is univalent in U , and

(1− eu(q(z)− 1)) + eu zq′(z)
q(z)

≺ −1 + eu[eu zf ′(z)
f(z)

+ 2 +
zf ′′(z)
f ′(z)

]

are satisfied, then q(z) ≺ eu zf ′(z)
f(z) and q is the best subordinant.

P r o o f. Let p(z) := eu zf ′(z)
f(z) , ϑ(w) := (1− eu(w − 1)), ϕ(w) := eu

w .

Then in view of Lemma 3.2, we obtain the desired assertion.

Combining Theorem 3.1 and Theorem 3.2, we get the following sandwich
theorem:

Theorem 3.3. Let q1(z), q2 6= 0 be convex and univalent in U respec-
tively. Suppose that <(1− eu) > 0,
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<
[zq′′2(z)

q′2(z)
+ 1− zq′′2(z)

q′2(z)

]
> max[0,<(

(eu − 1)q2(z)
eu

],

−1 + eu[eu zf ′(z)
f(z)

+ 2 +
zf ′′(z)
f ′(z)

] is univalent in U.

If the subordination

(1− eu(q1(z)− 1)) + eu zq′1(z)
q1(z)

≺ −1 + eu[eu zf ′(z)
f(z)

+ 2 +
zf ′′(z)
f ′(z)

]

≺ (1− eu(q2(z)− 1)) + eu zq′2(z)
q2(z)

holds, then

q1(z) ≺ eu zf ′(z)
f(z)

≺ q2(z)

and q1 and q2 are the best dominant and subordinant respectively.

By letting u = 0 in Theorem 3.3, we have the following result which can
be found in [15]:

Corollary 3.1. Let q1(z), q2 6= 0 be convex and univalent in U re-

spectively. Suppose that <
[

zq′′2 (z)
q′2(z)

+1− zq′′2 (z)
q′2(z)

]
> 0, −1+[ zf ′(z)

f(z) +2+ zf ′′(z)
f ′(z) ]

is univalent in U. If the subordination

(q1(z)− 1) +
zq′1(z)
q1(z)

≺ −1 + [
zf ′(z)
f(z)

+ 2 +
zf ′′(z)
f ′(z)

] ≺ (q2(z)− 1) +
zq′2(z)
q2(z)

holds, then

q1(z) ≺ zf ′(z)
f(z)

≺ q2(z)

and q1 and q2 are the best dominant and subordinant respectively.
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