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MIXED NEGATIVE BINOMIAL DISTRIBUTION
BY WEIGHTED GAMMA MIXING DISTRIBUTION

Pavel Stoynov

In this paper the mixed negative binomial distribution, known also as Pélya distrib-
ution is considered. We suppose that the mixing distribution is a weighted Gamma
distribution. We derive the probability mass function and consider some special cases.
The Panjer recursion formulas and some properties are given.

1. Introduction. One of the most popular counting distribution is the Negative
Binomial distribution. The random variable £ has a negative binomial distribution (Pélya
distribution) with parameters r and p € (0,1) if the probability mass function (PMF) is

(1) P(f:kz):(r—i_];_l)pr(l—p)k,k:O,l,...

We use the notation £ ~ NB(r,p). The probability generating function (PGF) is given
by

o= = (i)

In many cases in practice, in financial and actuarial science for modeling a hetero-
geneous portfolio, we need counting distributions with some additional parameters. A
common used method of obtaining an additional parameter in the distribution is by mix-
ing ([4], [5]). In this paper we suppose that the parameter p = e=* for A > 0. Suppose
that the parameter A for the N B(r,e~*) distribution is a realization of the random vari-
able A. The distribution of A is called mixing distribution and the N B(r,e~?) is interpret
as the conditional distribution of N, given the outcome A = A.

In [8] the NB(r,e~?) distribution is mixed by Lindley distribution. The resulting
distribution is called Negative binomial Lindley (NB-Lindley). Here, the mixing distrib-
ution is a weighted version of the Gamma distribution. As a special case we obtain the
NB-Lindley distribution [8].

2. The Mixing distribution. Let the random variable X be defined by the prob-
ability density function (PDF) f(z) and w(z) be a nonnegative function. Suppose that
Fw(X) < co. The weighted distribution of X with weight function w(z) is defined by
the PDF
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In the case of w(z) = z, the distribution f*(z) is called a length-biased distribution
[7]. In this paper we suppose that the distribution of the mixing random variable A
is a weighted version of the Gamma distribution. The PDF of the Gamma distributed
random variable with parameters r > 1 and 8 > 0 is given by

ryr—1,—BX
FO) = T
where T'(r) is the Gamma function. Suppose that for n > 0 and —co < v < oo, the
weight function is w(z) = (1 + %)_’V. It is easy to find that Fw(A) = (Bn)"¥(r,r+ 1 —
v,n03), where ¥(a,c; z) is Tricomi’s confluent hypergeometric function which admits the
following integral representation

A >0,

U(a,c;z) =

o0
—ztya—1 c—a—1
e T (141 dt, a>0, z>0.
['(a) /0

The mixing random variable A is defined by the weighted probability mass function,
given by

n'y—r(n + )\)_,y 57‘)\r—1e—ﬁ)\

(2) = Br¥(r,r+1—,n0) 8 I'(r) ’

A>0,n>0,—00 <y <.

The distribution (2) is the mixing distribution to the Poisson random variable in [1].
It is a weighted Gamma distribution with mean value

\I/(’I’+ 1a7’+277an6)
U(r,r+1—-,n0)
We use the notation A ~ WGamma(r, 8,v,n).

EA =

3. Mixed Pdélya distribution. The next proposition gives the unconditional distri-
bution of the random variable &.

Proposition 1. The PMF of the random variable £ is given by
k
r+k—1 k ; .
@) PE=k= S () M=+ ), k=0,1,
k =0 M

where My (s) = e is the moment generating function of the random variable A.

Proof. The unconditional distribution of the random variable £ follows from (1) with
p=e " and \ defined by the PMF (2). The PMF of ¢ and is given by

== ("0 ) [Terma- e

r+k 1 k ) —
- I(r )nr\I/((r r ')er 1,n03) Z ( ) 1)j/ A lem e (1 + %) ’Yd)\'
- 0

Jj=0
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The change of the variable A = nv leads to

P(f _ k’) _ (T—le_l) /Oo Ur—le—(7'+ﬂ+j)m;(1 + U)_’de
G- T L) )

(i) A S
— —(r+j)nv, r—1_—pBnv 1 ~7d
O =+ 1) & () P e
and (3). O

Remark 1. The PMF (3) can be written as

ek =1\ X (DD =y + L (r + B+ j)n)
@ re=n=(""") Vr =7+ Lnd) |

4. Examples. In this section we consider particular cases useful in actuarial practice.
We suppose that the parameters » = n = 1. In this case the distribution (3) is the mixed
geometric distribution and the mixing distribution (2) is weighted exponential. The
weight function is w(x) = (1 4+ z)™7

4.1. The WGamma(l,3,—2,1) mixing distribution. Let v = —2, § > 0 and
r =n = 1. Then, the mixing random variable A has the probability mass function

wony | BT+ N)?
(5) f ()‘) - Wa

Proposition 2. The moment generating function of the random variable A is given

k=0,1,...,

A>0.

by
C
(6) Ma(s) = %7 s < f,
1,3
where C(:c) = m

Proof. For the moment generating function of A we have

el 3 —ﬂA(1+)\)2
M - E sA _ s)\ﬁ e
A(S) € /O € 62+26+2

63 < —(B—s)\ 2
ik > (B—s)A > (B—s)A e (B=s)A
= e W d)\+2/ e~ W8 d)\—i—/ Ae” W8 d)\]
B2 +28+2 {/o 0 0

_ B 1 r(2) I'(3)
S Br+26+2 {ﬂs+2(68)2 " (65)3}

B (B=s)?+2(B—s)+2
B2+20+2 (B—s)3 ’
which is just (6). O
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Remark 2. Tt is easy to see that the PMF of (5) is a discrete mixture of exponential
distribution, Gamma(2, 3) and Gamma(3, ) distributions, i.e.

3)\20—BA
FEO) = pife 4 paPre 4 ps T
where
_ 32 _ 203 _ 2
p1_62+26+27 p2_62+26+27 p3_62+26+2

In the next theorem a version of the Panjer recursion [6] is given.

Theorem 1. The PMF of (3) with mizing distribution (5) satisfies the recurrence
relations:

(7) Pk = Ph—1 — / e MP(E=k—1A=)N)f"Nd\, k=1,2,...,
0

and
BB +4B+5)
=13 +26+2)

Proof. Follows from well known Panjer recursion formula for the negative binomial
distribution

r—1
pe=(1-p) <1+T)pk1, k=1,2,....

For p=e?

, =1 and the mixed version of A we obtain (7). O

4.2. Poélya—Lindley distribution. Let v = —1, § > 0 and » = n = 1. The random
variable A has the WGamma(1, 3, —1,1) distribution, known as Lindley distribution
with parameter 3 > 0 and density function

62
w A —
) = 155

The Lindley distribution is introduced by Lindley [3] and is a mixture of exponential

and gamma distributions, i.e.

e P14+ N), A>0.

g B L oy —pa
Y(\) = ——0e + ——0" X7, A > 0.
0 14 ﬁﬂ 14 ﬁﬂ
Definition 1. Mized Pdlya distribution by Lindley mizing distribution is called Polya—

Lindley distribution.

The Pélya—Lindley distribution coincides with the NB-Lindley distribution, defined
in [8].

Theorem 2. For the Pdlya—Lindley distribution, PMF satisfies the recurrence rela-
tions:

pkzpk_l—/ e APE=k—1A=Nf"Nd\ k=1,2,...,
0

and

BB +2)
PO="Br)
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Proof. The proof is similar to that of Theorem 1. [
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CMECEHO OTPUILIATEJIHO BUHOMHO PA3ITPEJIEJIEHUE C
ITPETEIVIEHO TAMA CMECBAIIIO PA3IIPEJEJIEHNE

ITaBen T. CroiinoB

B raszu pabora ce pasriiexa OTPUIIATEHO OMHOMHOTO pa3Ipe/ieieHne, U3BECTHO OIIe
KaTo pasupenenenne Ha Iloita. [Ipesmonarame, e cMeCBaIoTo pasnpeseseHue e Ipe-
TEIVIEHO raMa pasipejiesienue. V3BeneHu ca BEPOSTHOCTUTE B HAKOM YaCTHH CJLYUIau.
Hamenu ca pexkypentaute dpopmyian Ha [lamxkep.
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