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#### Abstract

Bounds for the parameters of codes are very important in coding theory. The Grey-Rankin bound refers to the cardinality of a self-complementary binary code. Codes meeting this bound are associated with families of two-weight codes and other combinatorial structures. We study the relations among six infinite families of binary linear codes with two and three nonzero weights that are closely connected to the self-complementary linear codes meeting the Grey-Rankin bound. We give a construction method and partial classification results for such codes. The properties of the codes in the studied families and their relations help us in constructing codes of a higher dimension from codes with a given dimension.


Keywords: linear code; residual code; two-weight code; Grey-Rankin bound

MSC: 94B05; 05A18

Citation: Bouyukliev, I.; Bouyuklieva, S.; Pashinska-Gadzheva, M. On Some Families of Codes Related to the Even Linear Codes Meeting the Grey-Rankin Bound. Mathematics 2022, 10, 4588. https://doi.org/ 10.3390/math10234588

Academic Editor: Patrick Solé

Received: 9 November 2022
Accepted: 30 November 2022
Published: 3 December 2022
Publisher's Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.


Copyright: © 2022 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https:// creativecommons.org/licenses/by/ 4.0/).

## 1. Introduction

We have two main goals with this study. The first is to explore and describe in detail the relationships between derivative codes of codes meeting the Grey-Rankin bound. Our motivation for looking for these connections is that they help us in constructing codes of higher dimensions. The other goal is to construct new codes and partially classify codes with larger parameters on the basis of proven relations, properties, and known results. More precisely, we perform the following: First, we give a general theoretical construction for $(k+2)$-dimensional codes of the considered type on the basis of already known $k$ dimensional codes. Second, we find all inequivalent codes of a given dimension that have as residual a code with fixed properties with the help of previously developed algorithms.

The (Hamming) weight of a vector $v$ in a vector space over the binary field $\mathbb{F}_{2}$ is given by the number of its nonzero coordinates. A binary linear $[n, k, d]$ code $C$ is a $k$-dimensional subspace of the vector space $\mathbb{F}_{2}^{n}$ with minimal weight (or distance) $d$, where $d$ is the smallest weight among all nonzero codewords in the code. The elements of $C$ are called codewords. A subcode of $C$ is a linear subspace of the code.

A code $C$ is self-complementary whenever $x \in C$ implies $\bar{x} \in C$, where $\bar{x}$ denotes the complement of the binary vector $x$, obtained by replacing each 0 in $x$ by 1 , and each 1 by 0 . The binary linear code $C$ is self-complementary if and only if it contains the all-ones vector $\mathbf{1}=(1, \ldots, 1)$ (see, for example, [1]). For any length $n$ and minimal distance $d$, the GreyRankin bound [2-4] is an upper bound for the cardinality of a binary self-complementary code C. It states that

$$
\begin{equation*}
|C| \leq \frac{8 d(n-d)}{n-(n-2 d)^{2}} \tag{1}
\end{equation*}
$$

provided that the right-hand side is positive. The bound also holds for nonlinear codes, but we consider only linear codes here.

There is significant research on the self-complementary codes meeting the GreyRankin bound. Some of their subcodes are two-weight projective codes. Therefore, they are associated with strongly regular graphs [5-7] and uniformly packed codes [8]. Codes of this type can also be considered as divisible codes [9] or self-orthogonal codes [10]. Another important connection of these codes is with the bent functions [11,12] and bent vectorial functions [13]. The set of all codewords with minimal weight in a binary linear self-complementary code of even length, meeting the Grey-Rankin bound, constitutes the set of blocks of a quasisymmetric SDP design [14,15]. Hence, inequivalent codes yield nonisomorphic SDP designs and the number of inequivalent codes and its associated SDP design coincide. Jungnickel and Tonchev [15] showed that the numbers of nonisomorphic quasisymmetric SDP designs and inequivalent self-complementary codes with Parameters (2) and (3) grow exponentially with $m$ from an argument by Kantor [6].

Linear codes of dimension $k \leq 7$ meeting the Grey-Rankin bound and some families of codes related to them have been well-studied. For codes of this type with a dimension $k>7$, there are only partial results. There are four inequivalent self-complimentary codes with parameters [ $28,7,12$ ] and $[36,7,16]$ as shown in [16,17]. A lower bound on the number of $[120,9,56]$ and $[136,9,64]$ codes is presented in [10].

The paper is organized as follows. In Section 2, we present some important properties of the subcodes and residual codes of a linear code, and give some information about the weights in two- and three-weight codes. Section 3 is devoted to the subcodes of the self-complementary codes, projective complementary codes, and a new equivalence relation in the set of binary linear codes with given length and dimension, called SCequivalence. Section 4 presents six classes of binary linear codes connected to the GreyRankin bound. We give a theoretical construction of codes in these families in Section 5. Some computational results are shown in Section 6.

## 2. Preliminaries

In this section, we present some basic notations, definitions, and theorems.
The dual code of $C$ is $C^{\perp}=\left\{u \in \mathbb{F}_{2}^{n}: u \cdot v=u_{1} v_{1}+u_{2} v_{2}+\cdots+u_{n} v_{n}=0\right.$ for all $v \in C\}$. If $C$ is an $[n, k, d]$ code, then $C^{\perp}$ is an $\left[n, n-k, d^{\perp}\right]$ code, and $d^{\perp}$ is called dual distance of $C$. If $d^{\perp}(C)=1$, then the code has zero coordinates. Removing these zero coordinates, we obtain a linear code with the same dimension and the same weights, but with a smaller length, which we call the effective length of $C$. If $d^{\perp}(C)>1$, the effective length of $C$ is $n$. If the effective length of $C$ is less than $n$, we consider the code obtained from $C$ by removing the zero coordinates, as the same code, and as the length of $C$ we take its effective length. If $d^{\perp}(C)=2$, then the code has equal coordinates. We call the code projective, if $d^{\perp}(C) \geq 3$.

Definition 1. The residual code $\operatorname{Res}(C, c)$ with respect to a codeword $c \in C$ is the restriction of $C$ to the zero coordinates of $c$.

Lower bounds on the minimal and dual distance of a residual code in the binary case are given by the following theorem and proposition, respectively.

Theorem 1 ([18] Theorem 2.7.1). Suppose $C$ is a binary $[n, k, d]$ code, and suppose $c \in C$ has weight $w$ where $w<2 d$. Then, $\operatorname{Res}(C, c)$ is an $\left[n-w, k-1, d^{\prime}\right]$ code with $d^{\prime} \geq d-w+\lceil w / 2\rceil$.

The proposition follows directly from [18], Theorem 1.5.7.
Proposition 1. Suppose $C$ is a binary $[n, k, d]$ code with dual distance $d^{\perp}, c \in C$, and the dimension of $\operatorname{Res}(C, c)$ is $k-1$. Then, the dual distance of $\operatorname{Res}(C, c)$ is at least $d^{\perp}$.

A matrix whose rows form a basis of $C$ is called a generator matrix of $C$. The weight enumerator $W(y)$ of a code $C$ is given by $W(y)=\sum_{i=0}^{n} A_{i} y^{i}$, where $A_{i}$ is the number of codewords of weight $i$. By $\left[n, k,\left\{w_{1}, \ldots, w_{s}\right\}\right]$ we denote a linear code whose nonzero
weights are in the set $\left\{w_{1}, \ldots, w_{s}\right\}$. A linear code over a finite field with the Hamming metric is called $\Delta$-divisible if the weights of all codewords are divisible by $\Delta$. Surveys on divisible codes are given in [9,19]. Applications include subspace codes, partial spreads, vector space partitions, and distance optimal codes [19].

Two binary codes are equivalent if one can be obtained from the other with a permutation of the coordinates. A permutation $\sigma \in S_{n}$ for which $C=\sigma(C)$ is an automorphism of $C$. The set of all automorphisms of $C$ with composition of permutations as the group operation forms the automorphism group of $C$, denoted by Aut( $C$ ).

The parameters of a linear self-complementary code meeting the Grey-Rankin bound are

$$
\begin{equation*}
\left[2^{2 m-1}-2^{m-1}, 2 m+1,2^{2 m-2}-2^{m-1}\right] \tag{2}
\end{equation*}
$$

or

$$
\begin{equation*}
\left[2^{2 m-1}+2^{m-1}, 2 m+1,2^{2 m-2}\right] \tag{3}
\end{equation*}
$$

for even lengths [1]. A self-complementary code with Parameter (2) or (3) has a unique weight enumerator for each $m$. In this paper, all self-complementary codes that are considered are even-weight binary projective linear codes.

A binary projective code has no zero coordinates and no equal columns in its generator matrix. Hence, its dual distance is $d^{\perp} \geq 3$. Pless power moments are sequences of equations involving binomial coefficients and Stirling numbers relating the weight distributions of $C$ and $C^{\perp}$ [20]. The first three equations for a three-weight projective code with nonzero weights $\alpha, \beta$ and $\gamma$ are as follows:

$$
\begin{align*}
A_{\alpha}+A_{\beta}+A_{\gamma} & =2^{k}-1 \\
\alpha A_{\alpha}+\beta A_{\beta}+\gamma A_{\gamma} & =2^{k-1} n  \tag{4}\\
\alpha^{2} A_{\alpha}+\beta^{2} A_{\beta}+\gamma^{2} A_{\gamma} & =2^{k-2} n(n+1)
\end{align*}
$$

Solving the corresponding linear system with variables $A_{\alpha}, A_{\beta}$ and $A_{\gamma}$, we obtain

$$
\begin{aligned}
& A_{\alpha}=\frac{2^{k-2} n(n+1)-(\beta+\gamma) 2^{k-1} n+\beta \gamma\left(2^{k}-1\right)}{(\alpha-\beta)(\alpha-\gamma)} \\
& A_{\beta}=\frac{2^{k-2} n(n+1)-(\gamma+\alpha) 2^{k-1} n+\alpha \gamma\left(2^{k}-1\right)}{(\beta-\gamma)(\beta-\alpha)} \\
& A_{\gamma}=\frac{2^{k-2} n(n+1)-(\beta+\alpha) 2^{k-1} n+\alpha \beta\left(2^{k}-1\right)}{(\gamma-\beta)(\gamma-\alpha)}
\end{aligned}
$$

If the code is two-weight, the system is:

$$
\begin{align*}
A_{\alpha}+A_{\beta} & =2^{k}-1  \tag{5}\\
\alpha A_{\alpha}+\beta A_{\beta} & =2^{k-1} n
\end{align*}
$$

and therefore

$$
\begin{equation*}
A_{\alpha}=\frac{\left(2^{k}-1\right) \beta-2^{k-1} n}{\beta-\alpha}, \quad A_{\beta}=\frac{2^{k-1} n-\left(2^{k}-1\right) \alpha}{\beta-\alpha} \tag{6}
\end{equation*}
$$

For the two-weight codes that we considered, we obtained $B_{2}=0$, where $B_{2}$ is the number of the codewords of weight 2 in the dual code. This means that the studied two-weight codes in this research are projective.

## 3. Subcodes, Projective Complementary Codes, and SC Equivalence

Let $C$ be a binary projective $[n, k]$ linear code with a generator matrix $G$. In this section, we characterise the subcodes of $C$ with dimension $k-1$. We present some relations between these subcodes for a self-complementary code $C$.

### 3.1. Subcodes of Dimension $k-1$

If $a \in \mathbb{F}_{2}^{k}$, then $a G$ is a codeword in the code $C$. Hence, each vector of the $k$-dimensional vector space $\mathbb{F}_{2}^{k}$ defines a codeword in $C$. If we consider all nonzero vectors of the $k$ dimensional vector space as the columns of a $k \times\left(2^{k}-1\right)$ matrix $S_{k}$, we obtain a generator matrix of the well-known simplex code $\mathcal{S}_{k}$.

Let $a=\left(a_{1}, a_{2}, \ldots, a_{k}\right) \in \mathbb{F}_{2}^{k}$ be a nonzero vector, and $B_{a}$ be the set of all solutions of the equation $a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{k} x_{k}=0$. Then, $B_{a}$ is a linear subspace of $\mathbb{F}_{2}^{k}$ with dimension $k-1$. Using this subspace, we obtain a subcode of $C$ as

$$
C_{a}=\left\{b G, b \in B_{a}\right\}, \quad \operatorname{dim} C_{a}=k-1 .
$$

Conversely, any subcode of dimension $k-1$ can be considered as a set $\left\{w=v G, v \in \mathbb{F}_{2}^{k}\right\}$ where the vectors $v$ are the solutions of a linear equation with $k$ variables. In this way, we obtain a bijection between the set of nonzero vectors in $\mathbb{F}_{2}^{k}$ and the set of all subspaces of $C$ with dimension $k-1$. Hence, the number of these subspaces is $2^{k}-1$.

Moreover, if we fix $b \in \mathbb{F}_{2}^{k}$, we can consider it as a solution of $2^{k-1}-1$ linear equations with $k$ variables. It follows that any codeword $b G$ belongs to exactly $2^{k-1}-1$ subcodes of dimension $k-1$.

Let us see what the effective length of these subcodes is. As $C$ is a projective binary code, the effective length of its subcode of dimension $k-1$ cannot be less than $n-1$. If $C_{i}$ is the set of all codewords in $C$ that have zeros in the $i$-th coordinate, then $C_{i}$ is a subcode of $C$ with dimension $k-1$ and effective length $n-1$. Thus, $C_{1}, C_{2}, \ldots, C_{n}$ are all subcodes of $C$ with dimension $k-1$ and effective length $n-1$. It follows that the subcodes of dimension $k-1$ and effective length $n$ are $2^{k}-1-n$. An interesting observation is that the simplex code is the only projective code for which all subcodes of dimension $k-1$ have the effective length $n-1$.

### 3.2. SC-Equivalence

Let $C$ be a self-complementary projective code. The number of subcodes containing the all-ones vector is $N_{\text {all-one }}=2^{k-1}-1$. Therefore, the number of subcodes not containing that vector is $2^{k}-1-N_{\text {all-one }}=2^{k-1}$. If $n<2^{k-1}$, the subcodes of $C$ with effective length $n$ that do not contain the all-ones vector are $2^{k-1}-n$. If $n \geq 2^{k-1}$, all subcodes with effective length $n$ contain the all-ones vector. For example, for the Reed-Muller code $\mathcal{R} \mathcal{M}(1, m)$ the length is $n=2^{m}$ and the dimension $k=m+1$, so $n=2^{k-1}$; therefore, all its [ $\left.2^{m}, m\right]$ subcodes either contain the all-ones vector or have effective length $n-1$.

Next, we introduce the following construction for a given even integer $n$ :

- If $C$ is an $[n, k-1]$ linear code that is not self-complementary, $\widehat{C}=C \cup(\mathbf{1}+C)$. This means that if $G$ is a generator matrix of $C$, the matrix $\widehat{G}=\left(\begin{array}{ccc}1 & \ldots & 1 \\ & G\end{array}\right)$ is a generator matrix of $\widehat{C}$.
- If $C^{\prime}$ is an $[n-1, k-1]$ linear code that is not self-complementary, $\widehat{C^{\prime}}=\left(0 \mid C^{\prime}\right) \cup\left(1 \mid \mathbf{1}+C^{\prime}\right)$. This means that if $G^{\prime}$ is a generator matrix of $C^{\prime}$, the matrix $\widehat{G^{\prime}}=\left(\begin{array}{lll}1 & \ldots & 1 \\ & G^{\prime} & 0\end{array}\right)$ is a generator matrix of $\widehat{C}^{\prime}$.
We can now introduce an equivalence relation as follows:
Definition 2. Two binary linear codes $C_{1}$ and $C_{2}$ with effective length either $n$ or $n-1$ that do not contain the all-ones vector are self-complementary (SC)- equivalent if $\widehat{C_{1}}$ and $\widehat{C_{2}}$ are equivalent self-complementary codes with length $n$.

With this equivalence relation in mind, we have that, for code $C$, all subcodes not containing the all-ones vector define a self-complementary equivalence class (SCE). Thus, if we have a representative from the class, we know all codes of the class up to equivalence. For our research, we consider only codes of that class with a special weight character-
istics. Let $C$ be a binary projective linear code that does not contain the all-ones vector. Code $C$ is self-complementary saving weight (SCSW) if all codes in SCE have the same weight enumerators.

### 3.3. Projective Complementary Codes

Let $C$ be a projective $[n, k]$ code with generator matrix $G$. We can reorder the columns in the matrix $S_{k}$ such that the obtained matrix is $S_{k}^{\prime}=(G \mid \bar{G})$. The matrix $S_{k}^{\prime}$ generate a simplex code (more precisely, matrices $S_{k}$ and $S_{k}^{\prime}$ generate equivalent codes, and we call them both simplex codes). Then, the matrix $\bar{G}$ generates a code of length $2^{k}-1-n$ called the projective complementary code of $C$ and denoted by $\bar{C}$.

If $C$ has two nonzero weights $w_{1}$ and $w_{2}$, then the weights of $\bar{C}$ are $2^{k-1}-w_{1}$ and $2^{k-1}-w_{2}$ since all words of the simplex code have constant weight $2^{k-1}$. Using Pless Power Moments (4), we can calculate the weight enumerator of the projective complementary code $C$ when we know the nonzero weights.

## 4. Classes of Codes Connected to Grey-Rankin Bound and the Relations between Them

Let $C$ be a self-complementary binary projective code that meets the Grey-Rankin bound. All such codes are fully defined by projective two-weight codes. In this section, we define six families of codes connected to Grey-Rankin bound, four two-weight codes and two three-weight codes. We present the main relations among these six families. Let $k=2 \mathrm{~s}$, $s \geq 2$. We introduce the following notations:

$$
\begin{array}{ll}
t_{k}=2^{k-2} & t_{k^{ \pm}}=t_{k} \pm 2^{s-1} \\
T_{k}=2 t_{k}=2^{k-1} & T_{k^{ \pm}}=T_{k} \pm 2^{s-1} \\
T_{k+1}=2^{k} &
\end{array}
$$

Obviously, $T_{k^{+}}+T_{k^{-}}=2^{k}$ and $t_{k^{+}}+t_{k^{-}}=2^{k-1}$.
Now, we define the following families of codes:

- Four families of two-weight linear codes with the following parameters $(k=2 s)$ :
- $\quad \Phi_{k^{-}}$with parameters $\left[T_{k^{-}}, k,\left\{t_{k^{-}}, t_{k}\right\}\right]$
- $\quad \Phi_{k^{+}}$with parameters $\left[T_{k^{+}}, k,\left\{t_{k} ; t_{k^{+}}\right\}\right]$
- $\quad \Phi_{k^{-}}^{\prime}$ with parameters $\left[T_{k^{-}}-1, k,\left\{t_{k^{-}}, t_{k}\right\}\right]$
- $\quad \Phi_{k^{+}}^{\prime}$ with parameters $\left[T_{k^{+}}-1, k,\left\{t_{k} ; t_{k^{+}}\right\}\right]$
- There are two families of three-weight codes with the following parameters:
- $\quad \Psi_{k}$ with parameters $\left[2^{k}, k+1,\left\{T_{k^{-}}, 2^{k-1}, T_{k^{+}}\right\}\right]$
- $\quad \Psi_{k}^{\prime}$ with parameters $\left[2^{k}-1, k+1,\left\{T_{k^{-}}, 2^{k-1}, T_{k^{+}}\right\}\right]$

The parameters, weight distributions, and number of inequivalent codes from the different families for $s \leq 4$ are presented in the following sections. The weight distributions of the codes in the considered families are:

$$
\begin{aligned}
& \Phi_{k^{-}}: 1+T_{k^{-}} y^{t_{k^{-}}}+\left(T_{k^{+}}-1\right) y^{t_{k}} \\
& \Phi_{k^{+}}: 1+\left(T_{k^{-}}-1\right) y^{t_{k}}+T_{k^{+}} y^{t_{k^{+}}} \\
& \Phi_{k^{-}}^{\prime}: 1+T_{k^{+}} y^{t_{k^{-}}}+\left(T_{k^{-}}-1\right) y^{t_{k}} \\
& \Phi_{k^{+}}^{\prime}: 1+\left(T_{k^{+}}-1\right) y^{t_{k}}+T_{k^{-}} y^{t_{k^{+}}} \\
& \Psi_{k}: 1+T_{k^{-}} y^{T_{k^{-}}}+\left(2 T_{k}-1\right) y^{T_{k}}+T_{k^{+}} y^{T_{k^{+}}} \\
& \Psi_{k}^{\prime}: 1+T_{k^{+}} y^{T_{k^{-}}}+\left(2 T_{k}-1\right) y^{T_{k}}+T_{k^{-}} y^{T_{k^{+}}}
\end{aligned}
$$

Remark 1. If $C$ is a code in one of the families $\Phi_{k^{-}}, \Phi_{k^{+}}$or $\Psi_{k}$, then the code $\widehat{C}=C \cup(\mathbf{1}+C)$ has the same nonzero weights as $C$ with an additional weight $n$ for the all-ones vector, where $n$ is the length of the code. Similarly, if $C^{\prime}$ is a code in one of the families $\Phi_{k^{-}}^{\prime}, \Phi_{k^{+}}^{\prime}$ or $\Psi_{k^{\prime}}^{\prime}$ then the code
$\widehat{C}^{\prime}=\left(\left(0, C^{\prime}\right) \cup(1, \mathbf{1}+C)\right)$ has the same nonzero weights as $C^{\prime}$ with an additional weight for the all-ones vector.

In Table 1, we give examples for the parameters, the weight distributions, and the number of inequivalent codes in the families $\Phi_{k^{ \pm}}$and $\Phi_{k^{ \pm}}^{\prime}$.

Table 1. Families $\Phi_{k^{ \pm}}$and $\Phi_{k^{ \pm}}^{\prime}$.

|  |  | $s=2$ | $s=3$ | $s=4$ |
| :---: | :---: | :---: | :---: | :---: |
| $\Phi_{k^{-}}$ | $\left[n, k,\left\{w_{1}, w_{2}\right\}\right]$ | [6,4, 22,4$\}$ ] | [28,6,\{12,16\}] | [120,8,\{56,64\}] |
|  | W (y) | $1+6 y^{2}+9 y^{4}$ | $1+28 y^{12}+35 y^{16}$ | $1+120 y^{56}+135 y^{64}$ |
|  | H | 1 | 7 |  |
| $\Phi_{k^{+}}$ | $\left[n, k,\left\{w_{1}, w_{2}\right\}\right]$ | [10,4, 4,6$\}$ ] | [36,6,\{16,20\}] | [136,8,\{64,72\}] |
|  | W(y) | $1+5 y^{4}+10 y^{6}$ | $1+27 y^{16}+36 y^{20}$ | $1+119 y^{64}+136 y^{72}$ |
|  | \# | 1 | 5 | $\geq 91,337$ |
| $\Phi_{k^{-}}^{\prime}$ | [ $\left.n, k,\left\{w_{1}, w_{2}\right\}\right]$ | [5,4, \{2,4\}] | [27,6, \{12,16\}] | [119,8, \{56,64\}] |
|  | W(y) | $1+10 y^{2}+5 y^{4}$ | $1+36 y^{12}+27 y^{16}$ | $1+136 y^{56}+119 y^{64}$ |
|  | + | 1 | 5 | $\geq 91,337$ |
| $\Phi_{k^{+}}^{\prime}$ | [ $\left.n, k,\left\{w_{1}, w_{2}\right\}\right]$ | [9,4,44,6\}] | [35,6,\{16,20\}] | [135,8,\{64,72\}] |
|  | W(y) | $1+9 y^{4}+6 y^{6}$ | $1+35 y^{16}+28 y^{20}$ | $1+135 y^{64}+120 y^{72}$ |
|  | \# | 1 | 7 |  |

Proposition 2. From a code in one of the families $\Phi_{k^{-}}, \Phi_{k^{+}}, \Phi_{k^{-}}^{\prime}, \Phi_{k^{+}}^{\prime}$, one can construct codes from the other three families.

Proof. Let $A$ be a code from the family $\Phi_{k^{-}}$. Then, its projective complementary code $\bar{A}$ has length $2^{k}-1-T_{k^{-}}=T_{k^{+}}-1$ and weights $2^{k-1}-t_{k}=2^{k-1}-2^{k-2}=t_{k}$ and $2^{k-1}-t_{k^{-}}=t_{k^{+}}$. Hence, $\bar{A} \in \Phi_{k^{+}}^{\prime}$.

Now, take the code $\widehat{A}=A \cup(\mathbf{1}+A)$. It has $T_{k^{-}}$subcodes of dimension $k$ and effective length $T_{k^{-}}-1$, and none of them contains the all-ones vector. Since $t_{k}+t_{k^{-}}=T_{k^{-}}$, the nonzero weights in $\widehat{A}$ are $t_{k}, t_{k^{-}}$and $T_{k^{-}}$; therefore, $t_{k}$ and $t_{k^{-}}$are the nonzero weights in the subcodes of effective length $T_{k^{-}}-1$. It follows that these subcodes belong to the family $\Phi_{k^{-}}^{\prime}$. If $\widehat{A}^{\prime}$ is one of these subcodes, its projective complementary code belongs to the family $\Phi_{k^{+}}$.

Similarly, taking a code from $\Phi_{k^{+}}$, we obtain codes in the other three families.
If $B$ is a code from the family $\Phi_{k^{+}}^{\prime}$, then its projective complementary code belongs to the family $\Phi_{k^{-}}$. Therefore, from $B$ we can construct codes from the other three families. The same follows for the codes in $\Phi_{k^{-}}^{\prime}$.

Proposition 3. From a code from the family $\Psi_{k}$, one can construct a code in $\Psi_{k}^{\prime}$ and vice versa.
Proof. Take a code $C \in \Psi_{k}$. Then, the subcodes of $\widehat{C}=C \cup(\mathbf{1}+C)$ with effective length $2^{k}-1$ and dimension $k+1$ belong to the family $\Psi_{k}^{\prime}$.

If $C^{\prime} \in \Psi^{\prime}$, we consider the $\left[2^{k}, k+2\right]$ code $\widehat{C}^{\prime}=\left(\left(0, C^{\prime}\right) \cup\left(1, \mathbf{1}+C^{\prime}\right)\right) . \widehat{C}^{\prime}$ is a selfcomplementary code with nonzero weights $T_{k^{-}}, 2^{k-1}, T_{k^{+}}$and $2^{k}$. The number of its subcodes with effective length $2^{k}$ and dimension $k+1$ that do not contain the all-ones vector is $2^{k+1}-2^{k}=2^{k}$ (see the first paragraph in Section 3.2). All these subcodes belong to the family $\Psi_{k}$.

Next, we prove that, from any code in one of the four families with two-weight codes, one can construct a code from $\Psi_{k}^{\prime}$.

Proposition 4. Let $A \in \Phi_{k^{ \pm}}$be a code with a generator matrix $G_{A}$, and $G_{\bar{A}}$ be a generator matrix of its projective complementary code. Then, the matrix

$$
\hat{G}_{A}=\left(\begin{array}{cc}
1 \ldots 1 & 0 \ldots 0 \\
G_{A} & G_{\bar{A}}
\end{array}\right)
$$

generates a code in the family $\Psi_{k}^{\prime}$.
Proof. Obviously, the code generated by $\hat{G}_{A}$ has the same length as the simplex code $\mathcal{S}_{k}$, namely, $2^{k}-1$. Since $\left(G_{A} \mid G_{\bar{A}}\right)$ generates the simplex code of dimension $k$, the code $\left\langle\left(G_{A} \mid G_{\bar{A}}\right)\right\rangle$ has only one nonzero weight, namely, $2^{k-1}$. If $v$ is a codeword in this code, then $v=\left(v_{1}, v_{2}\right)$, where $v_{1} \in A, v_{2} \in \bar{A}$. If $\mathrm{wt}\left(v_{1}\right)=t_{k}$ then $\mathrm{wt}\left(v_{2}\right)=2^{k-1}-t_{k}=t_{k}$ and so $\mathrm{wt}\left(\mathbf{1}+v_{1}, v_{2}\right)=T_{k^{ \pm}}-t_{k}+t_{k}=T_{k^{ \pm}}$. If $\mathrm{wt}\left(v_{1}\right)=t_{k^{ \pm}}$then $\mathrm{wt}\left(v_{2}\right)=2^{k-1}-t_{k^{ \pm}}=t_{k^{\mp}}$ and so $\operatorname{wt}\left(\mathbf{1}+v_{1}, v_{2}\right)=T_{k^{ \pm}}-t_{k^{ \pm}}+t_{k \mp}=t_{k}+t_{k \mp}=T_{k^{\mp}}$. Hence, the code $\hat{A}$ has nonzero weights $2^{k-1}=T_{k}, T_{k^{+}}$and $T_{k^{-}}$. It follows that $\hat{A} \in \Psi_{k}^{\prime}$.

Proposition 5. Let $A^{\prime} \in \Phi_{k^{ \pm}}^{\prime}$ with generator matrix $G_{A^{\prime}}$ and $G_{\overline{A^{\prime}}}$ is the generator matrix of the projective complementary code. Then, the matrix

$$
\hat{G}_{A}=\left(\begin{array}{ccc}
1 & 1 \ldots 1 & 0 \ldots 0 \\
0 & & \\
\vdots & G_{A^{\prime}} & G_{\overline{A^{\prime}}} \\
0 & &
\end{array}\right)
$$

is a generator matrix of a code in $\Psi_{k}$.
Proof. The proof is similar to the proof of the previous proposition. The length of the code generated by $\hat{G}_{A}$ is $2^{k}$. This code is denoted by $\hat{A}$. Since $\left(G_{A^{\prime}} \mid G_{\overline{A^{\prime}}}\right)$ generates the simplex code of dimension $k$, it has only one nonzero weight, namely, $2^{k-1}$. If $v \in\left\langle\left(G_{A^{\prime}} \mid G_{\overline{A^{\prime}}}\right)\right\rangle$, then $v=\left(v_{1}, v_{2}\right)$, where $v_{1} \in A^{\prime}, v_{2} \in \overline{A^{\prime}}$. If $\mathrm{wt}\left(v_{1}\right)=t_{k}$ then $\mathrm{wt}\left(v_{2}\right)=2^{k-1}-t_{k}=t_{k}$ and so $\mathrm{wt}\left(1,1+v_{1}, v_{2}\right)=1+T_{k^{ \pm}}-1-t_{k}+t_{k}=T_{k^{ \pm}}$. If $\mathrm{wt}\left(v_{1}\right)=t_{k^{ \pm}}$then $\mathrm{wt}\left(v_{2}\right)=2^{k-1}-t_{k^{ \pm}}=$ $t_{k^{\mp}}$ and so wt $\left(1, \mathbf{1}+v_{1}, v_{2}\right)=1+T_{k^{ \pm}}-1-t_{k^{ \pm}}+t_{k^{\mp}}=t_{k}+t_{k^{\mp}}=T_{k^{\mp}}$. Hence, the code $\hat{A}$ has nonzero weights $2^{k-1}=T_{k}, T_{k^{+}}$and $T_{k^{-}}$. It follows that $\hat{A} \in \Psi_{k}$.

Remark 2. We denote by $\Psi_{S_{k}}\left(\right.$ or $\left.\Psi_{S_{k}}^{\prime}\right)$ the set of codes from the family $\Psi_{k}\left(\right.$ or $\left.\Psi_{k}^{\prime}\right)$ that contain the simplex code of dimension $k$ as a subcode. Codes from these sets can be obtained with the constructions described in Propositions 4 and 5. For example, the matrix

$$
\left(\begin{array}{cc}
111111 & 000000000 \\
\hline 000110 & 000111111 \\
001001 & 011001111 \\
010010 & 111010011 \\
100001 & 101110101
\end{array}\right)
$$

generates a code in the set $\Psi_{S_{4}}^{\prime}$. Table 2 presents examples for the parameters, the weight distributions, and the number of inequivalent codes in the families $\Psi_{S_{k}}$ and $\Psi_{S_{k}}^{\prime}$.

Table 2. Families $\Psi_{S_{k}}$ and $\Psi_{S_{k}}^{\prime}$.

|  |  | $\mathbf{\Psi}_{k}$ | $\boldsymbol{\Psi}_{\boldsymbol{k}}^{\prime}$ |
| :---: | :---: | :---: | :---: |
| $s=2$ | $\left[n, k,\left\{w_{1}, w_{2}, w_{3}\right\}\right]$ | $[16,5,\{6,8,10\}]$ | $[15,5,\{6,8,10\}]$ |
|  | $W(y)$ | $1+6 y^{6}+15 y^{8}+10 y^{10}$ | $1+10 y^{6}+15 y^{8}+6 y^{10}$ |
|  | $\sharp$ | 1 | 1 |
|  | $\left[n, k,\left\{w_{1}, w_{2}, w_{3}\right\}\right]$ | $[64,7,\{28,32,36\}]$ | $[63,7,\{28,32,36\}]$ |
|  | $W(y)$ | $1+28 y^{28}+63 y^{32}+36 y^{36}$ | $1+36 y^{28}+63 y^{32}+28 y^{36}$ |
|  | $\sharp=4$ | 4 | 4 |

In this section, we prove some properties for the residual codes of the codes from the considered families.

Lemma 1. If $C$ is a binary code divisible by $2^{m}$ for an integer $m \geq 2$, then its residual code $\operatorname{Res}(C, c)$ with respect to a codeword $c$ is divisible by $2^{m-1}$.

Proof. Without loss of generality, we can consider $c$ in the form $c=(\underbrace{11 \ldots 1}_{w} \underbrace{00 \ldots 0}_{n-w})$ where $w=\mathrm{wt}(c)$ and $n$ is the length of the code. Then, for any codeword $v_{2} \in \operatorname{Res}(\mathrm{C}, c)$, there is a vector $v_{1} \in \mathbb{F}_{2}^{w}$, such that $v=\left(v_{1}, v_{2}\right) \in C$. Then, $c+v=\left(\mathbf{1}+v_{1}, v_{2}\right) \in C$ is a codeword of weight $w-\mathrm{wt}\left(v_{1}\right)+\mathrm{wt}\left(v_{2}\right)$. Since $2^{m}$ divides $w, \mathrm{wt}\left(v_{1}\right)+\mathrm{wt}\left(v_{2}\right)$ and $w-\mathrm{wt}\left(v_{1}\right)+\mathrm{wt}\left(v_{2}\right)$, then $2^{m-1}$ divides $w t\left(v_{2}\right)$. Hence, $\operatorname{Res}(C, c)$ is divisible by $2^{m-1}$.

Theorem 2. If C is a code in from the family $\Phi_{k^{ \pm}}\left(\operatorname{or} \Phi_{k^{ \pm}}^{\prime}\right)$, then its residual code with respect to a codeword of weight $t_{k^{ \pm}}$belongs to the family $\Psi_{k}$ (resp. $\Psi_{k}^{\prime}$ ).

Proof. If $C \in \Phi_{k^{-}}$then $d=t_{k^{-}}$; therefore, the dimension of the considered residual code is $k-1$. In the other case, namely, $C \in \Phi_{k^{+}}, t_{k^{+}}=2^{k-2}+2^{s-1}<2.2^{k-2}=2 d$; therefore, via Theorem 1, the dimension of the residual code with respect to a codeword of weight $t_{k^{+}}$is also $k-1$.

Let now consider the weights in these codes. Suppose that $c \in C, \omega t(c)=t_{k^{ \pm}}$and $c=(\underbrace{11 \ldots 1}_{t_{k^{ \pm}}} \underbrace{00 \ldots 0}_{t_{k}})$. Take residual code $\operatorname{Res}(C, c)$. If $v=\left(v_{1}, v_{2}\right) \in \Phi_{k^{ \pm}}, v_{1} \in \mathbb{F}_{2}^{t_{k^{ \pm}}}$, $v_{2} \in \mathbb{F}_{2}^{t_{k}}$, then $v_{2} \in \operatorname{Res}(C, c)$ and

$$
\begin{aligned}
\mathrm{wt}(v)=\mathrm{wt}\left(v_{1}\right)+\mathrm{wt}\left(v_{2}\right) & =t_{k} \text { or } t_{k^{ \pm}} \\
\mathrm{wt}(c+v)=\mathrm{wt}\left(\mathbf{1}+v_{1}\right)+\mathrm{wt}\left(v_{2}\right)=t_{k^{ \pm}}-\mathrm{wt}\left(v_{1}\right)+\mathrm{wt}\left(v_{2}\right) & =t_{k} \text { or } t_{k^{ \pm}}
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\mathrm{wt}\left(v_{1}\right)+\mathrm{wt}\left(v_{2}\right) & =t_{k} \text { or } t_{k^{ \pm}} \\
-\mathrm{wt}\left(v_{1}\right)+\mathrm{wt}\left(v_{2}\right) & =0 \text { or } \mp 2^{s-1}
\end{aligned}
$$

therefore, $\mathrm{wt}\left(v_{2}\right)=t_{(k-2)}, t_{(k-2)^{-}}$or $t_{(k-2)^{+}}$. Hence, residual code $\operatorname{Res}(C, c)$ has length $T_{k^{ \pm}}-T_{k^{ \pm}}=2^{k-2}$, dimension $k-1$ and weights $t_{(k-2)}, t_{(k-2)^{-}}$and $t_{(k-2)^{+}}$. This proves that $\operatorname{Res}(C, c) \in \Psi_{k}$.

Remark 3. We can prove the above theorem by using that the weights of the codes in the families $\Phi_{k^{ \pm}}$and $\Phi_{k^{ \pm}}^{\prime}$ are divisible by $2^{s-1}$; therefore, through Lemma 1, their residual codes are divisible
by $2^{\text {s-2 }}$. Moreover, the minimal and maximal nonzero weights in the considered residual codes are $t_{(k-2)^{-}}$and $t_{(k-2)^{+}}$, so all possible nonzero weights are the same as in the codes from the family $\Psi_{k}$.

Theorem 3. If $C$ is a code in from the family $\Psi_{k}\left(\right.$ resp. $\left.\Psi_{k}^{\prime}\right)$, then its residual code with respect to a codeword $c$ has at most five nonzero weights. If $C \in \Psi_{S_{k}}\left(\right.$ resp. $\left.C \in \Psi_{S_{k}}^{\prime}\right)$ and $v \in C$ has weight $T_{k^{ \pm}}$, then $\operatorname{Res}(C, v) \in \Phi_{k^{\mp}}\left(\operatorname{resp} . \Phi_{k^{\mp}}^{\prime}\right)$.

Proof. Since the codes in the families $\Psi_{k}$ and $\Psi_{k}^{\prime}$ are divisible by $2^{s-1}$, through Lemma 1, their residual codes are divisible by $2^{s-2}$. Moreover, the minimal weight of $\operatorname{Res}(C, c)$ is at least $T_{k^{-}} / 2=2^{k-2}-2^{s-2}$, and the maximal weight is at most $2^{k-2}+3.2^{s-2}$. There are exactly five integers in the interval $\left[2^{k-2}-2^{s-2}, 2^{k-2}+3.2^{s-2}\right]$ that are divisible by $2^{s-2}$.

If $C \in \Psi_{S_{k}}^{\prime}$, then $C=\mathcal{S}_{k} \cup\left(v+\mathcal{S}_{k}\right)$, and any codeword in the coset $v+\mathcal{S}_{k}$ has weight $T_{k^{+}}$or $T_{k^{-}}$. Moreover, all codewords of weight $T_{k^{ \pm}}$belong to the coset $v+\mathcal{S}_{k}$. If $y \in \operatorname{Res}(C, v)$, then $(x, y) \in \mathcal{S}_{k}$ and $v+(x, y) \in v+\mathcal{S}_{k}$ for a suitable vector $x$ (as in the proof of Lemma 1, we can consider $v$ in the form $v=(\underbrace{11 \ldots 1}_{T_{k^{ \pm}}} \underbrace{00 \ldots 0}_{T_{k \mp}})$. Hence

$$
\begin{aligned}
\mathrm{wt}(x)+\mathrm{wt}(y) & =2^{k-1} \\
-\mathrm{wt}(x)+\mathrm{wt}(y) & =T_{k^{-}}-T_{k^{\mp}} \text { or } T_{k^{+}}-T_{k^{\mp}}
\end{aligned}
$$

It follows that $\mathrm{wt}(y)=t_{k^{-}}$or $t_{k}$ if $\mathrm{wt}(v)=T_{k^{+}}$, and $\mathrm{wt}(y)=t_{k}$ or $t_{k^{+}}$if $\mathrm{wt}(v)=T_{k^{-}}$. This proves that the residual codes of $C \in \Psi_{S_{k}}^{\prime}$ with respect to a codeword of weight $T_{k^{-}}$ belonging to the family $\Phi_{k^{+}}^{\prime}$, and the residual codes with respect to a codeword of weight $T_{k^{+}}$belong to $\Phi_{k^{-}}^{\prime}$.

## 5. Construction of Codes from $\boldsymbol{\Phi}_{\boldsymbol{k}}$ Using Codes from $\boldsymbol{\Phi}_{\boldsymbol{k}-2}$

We use two constructions to generate a linear code form $\Phi_{k}$ by using a code from $\Phi_{k-2}$. The first construction is presented in this section. It can give us recursively infinite families of codes. We name this construction self-complementary lifting (SCL). The second construction is computational and uses residual codes. We present the results in the next section.

Proposition 6. Let $A \in \Phi_{k^{ \pm}}$be a code with a generator matrix $G_{A}$ and $B$ be the code generated by the matrix

$$
G_{B}=\left(\begin{array}{cccc}
G_{A} & G_{A} & G_{A} & \overline{G_{A}} \\
1 \ldots 1 & 1 \ldots 1 & 0 \ldots 0 & 0 \ldots 0 \\
0 \ldots 0 & 1 \ldots 1 & 1 \ldots 1 & 0 \ldots 0
\end{array}\right)
$$

Then $B \in \Phi_{(k+2)^{ \pm}}^{\prime} \cdot$
Proof. Obviously, $B$ is a projective code of length $2 T_{k^{ \pm}}+2^{k}-1=2\left(2^{k-1} \pm 2^{s-1}\right)+2^{k}-1=$ $2^{k+1} \pm 2^{s}-1=T_{(k+2)^{ \pm}}-1$. Let us calculate the weights of the codewords in $B$. If $v \in B$, then $v=(w, w, w, \bar{w}),(\mathbf{1}+w, \mathbf{1}+w, w, \bar{w}),(w, \mathbf{1}+w, \mathbf{1}+w, \bar{w})$, or $(\mathbf{1}+w, w, \mathbf{1}+w, \bar{w})$, where $w \in A$ and $(w, \bar{w}) \in \mathcal{S}_{k}$. Since

$$
\mathrm{wt}(\mathbf{1}+w, \mathbf{1}+w, w, \bar{w})=\mathrm{wt}(w, \mathbf{1}+w, \mathbf{1}+w, \bar{w})=\mathrm{wt}(\mathbf{1}+w, w, \mathbf{1}+w, \bar{w})
$$

we calculate only the weights of $(w, w, w, \bar{w})$ and $(\mathbf{1}+w, \mathbf{1}+w, w, \bar{w})$. For the first vector, we have $\mathrm{wt}(w, w, w, \bar{w})=2 \mathrm{wt}(w)+2^{k-1}$. Hence

$$
\mathrm{wt}(w, w, w, \bar{w})=\left\{\begin{array}{cl}
2 t_{k}+2^{k-1}=2^{k}=t_{k+2}, & \text { if } \mathrm{wt}(w)=t_{k} \\
2 t_{k^{ \pm}}+2^{k-1}=2^{k} \pm 2^{s}=t_{(k+2)^{ \pm},} & \text {if } \mathrm{wt}(w)=t_{k^{ \pm}}
\end{array}\right.
$$

For the second vector, we have

$$
\begin{aligned}
\mathrm{wt}(\mathbf{1}+w, \mathbf{1}+w, w, \bar{w}) & =2\left(T_{k^{ \pm}}-\mathrm{wt}(w)\right)+2^{k-1}=2^{k} \pm 2^{s}+2^{k-1}-2 \mathrm{wt}(w) \\
& =3.2^{k-1} \pm 2^{s}-2 \mathrm{wt}(w) .
\end{aligned}
$$

Hence

$$
\mathrm{wt}(\mathbf{1}+w, \mathbf{1}+w, w, \bar{w})=\left\{\begin{array}{cl}
3.2^{k-1} \pm 2^{s}-2 t_{k}=2^{k} \pm 2^{s}=t_{(k+2)^{ \pm},} & \text {if } \mathrm{wt}(w)=t_{k} \\
3.2^{k-1} \pm 2^{s}-2 t_{k^{ \pm}}=2^{k} \pm 2^{s}=t_{(k+2)^{ \pm},} & \text {if } \mathrm{wt}(w)=t_{k^{ \pm}}
\end{array}\right.
$$

Moreover,

$$
\mathrm{wt}(\mathbf{1}, \mathbf{1}, \mathbf{0}, \mathbf{0})=\mathrm{wt}(\mathbf{1}, \mathbf{0}, \mathbf{1}, \mathbf{0})=\mathrm{wt}(\mathbf{0}, \mathbf{1}, \mathbf{1}, \mathbf{0})=2^{k}=t_{k+2} .
$$

It follows that the nonzero weights in $B$ are $t_{k+2}$ and $t_{(k+2)^{ \pm}}$, and therefore $B \in \Phi_{(k+2)^{ \pm}}^{\prime}$.
Proposition 7. Let $A \in \Phi_{k^{ \pm}}^{\prime}$ has generator matrix $G_{A}$, and $B$ has generator matrix

$$
\left(\begin{array}{cccc}
G_{A} 0 & G_{A} 0 & G_{A} 0 & \overline{G_{A}} \\
1 \ldots 1 & 1 \ldots 1 & 0 \ldots 0 & 0 \ldots 0 \\
0 \ldots 0 & 1 \ldots 1 & 1 \ldots 1 & 0 \ldots 0
\end{array}\right) .
$$

Then, $B \in \Phi_{(k+2)^{ \pm}}$.
Proof. Here, we can apply the same logic as that in the proof of Proposition 6. Codes in $\Phi_{(k+2)^{ \pm}}$have parameters $\left[T_{(k+2)^{ \pm},}, k+2,\left\{2^{2 s}, 2^{2 s} \pm 2^{s}\right\}\right]$. Since $A \in \Phi_{k^{ \pm}}^{\prime}$, we need to extend the matrix $G_{A}$ with a zero column to obtain the needed length. This does not change the weights; since we add vectors $(\mathbf{1}, \mathbf{1}, \mathbf{0}, \mathbf{0})$ and $(\mathbf{0}, \mathbf{1}, \mathbf{1}, \mathbf{0})$ to the generator matrix, $B$ is a projective code. All other calculations are analogous to these in the proof of Proposition 6. Thus, for $A \in \Phi_{k^{+}}^{\prime}$, the resulting code $B$ is in $\Phi_{(k+2)^{+}}$and for $A \in \Phi_{k^{-}}^{\prime}$, the code $B$ is in $\Phi_{(k+2)^{-}}$.

The next theorem follows directly from Propositions 2, 6, and 7.
Theorem 4. From any code $C \in \Phi_{k}$, codes in $\Phi_{k+2 l}$ for all integers $l \geq 1$ can be constructed.

## 6. Computational Results

The classification problem is defined as constructing a generator matrix of exactly one representative of any equivalence class. This problem has two subproblems. One is constructive to build a generator matrix that generates a code with desired parameters and properties. The other concerns the construction of inequivalent representatives only. In the classification, full or partial, the restrictions that follow from the properties of the studied codes and their use at each step in the construction process are of particular importance. For example, the characteristics of the codes from the considered type are: (1) they have two or three fixed weights divisible by $2^{m}$ for a given integer $m \geq 1$, and (2) they have a dual distance at least 3 . When we study linear codes with a significantly greater length than the dimension, it is very appropriate to use already classified residual codes. In most of the cases, we use the residual codes with respect to a codeword with minimum weight. This is because, in that case, the known part of the matrices that we want to construct is the largest for the parameters.

Our efforts are focused on the classification of projective two-weight codes with parameters $[119,8,\{56,64\}]$. These codes belong to the family $\Phi_{8^{-}}^{\prime}$. Their residual codes with respect to a codeword of weight 56 have parameters $[63,7,\{28,32,36\}]$ and belong to $\Psi_{6}^{\prime}$. Taking one more step with residual codes, we obtain codes with parameters $[35,6,\{14,16,18,20,22\}]$. Using the algorithm of [21], we found that there are 267,370 inequivalent projective codes
with such parameters. Only seven of them are codes in the family $\Phi_{6^{+}}^{\prime}$ with parameters $[35,6,\{16,20\}]$. Using these seven codes as residuals, we obtained the total number of $3,220,339$ inequivalent $[63,7,\{28,32,36\}]$ codes. Therefore, we restricted our computations to the case when the residual codes were from the family $\Psi_{S_{6}}^{\prime}$ (containing the simplex code as a subcode). This family consists of four codes that we extended. The results are presented in Table 3. In the second column, we give generator matrices for these four $[63,7,\{28,32,36\}]$ codes. In the third column, we present the number of inequivalent $[119,8,\{56,64\}]$ codes constructed from the matrix in the same row. The total number of the constructed $[119,8,\{56,64\}]$ codes was 91,397 , and 91,337 of them were inequivalent. Adding a zero column and then the all-ones vector as a row to the generator matrices of all these codes, we obtained exactly 2946 inequivalent self-complementary $[120,9,\{56,64,120\}]$ codes. These 2946 codes contain, as subcodes of dimension 8 , exactly 175,213 codes with effective length 120 , and 156,763 codes with effective length 119 . Hence, the set of all inequivalent 331,976 subcodes with dimension 8 was partitioned into 2946 classes of SC-equivalence.

Table 3. The $[119,8,\{56,64\}]$ codes constructed using residuals.

| No | [63,7,\{28,32,36\}] * | [119,8,\{56,64\}] |
| :---: | :---: | :---: |
| 1 | $\left(\begin{array}{l}11111111111111111111111111111100000000000000000000000000000000000 \\ 00000000000000011111111111000000000001111111111111111111100000 \\ 000000000111111000000111111001111111110000000001111111111010000 \\ 000001111000011000011001111010000011110000011110000111111001000 \\ 000110001011100001101010011000001101110011100110011000111000100 \\ 011000010101100010110100101000110010110101101010101001011000010 \\ 101010100000101110000111010011010100011000100110101011101000001\end{array}\right)$ | 63,836 |
| 2 | $\left(\begin{array}{l}1111111111111111111111111111100000000000000000000000000000000000 \\ 0000000000000001111111111100000000000111111111111111111100000 \\ 000000000111111000000111111001111111110000000001111111111010000 \\ 000001111000011000011001111010000011110000011110000111111001000 \\ 000110001011100001101010011000001101110011100110011000111000100 \\ 011000010101100010110100101000110010110101101010101001011000010 \\ 101010100000101010010011101011010100011010100101011011001000001\end{array}\right)$ | 4406 |
| 3 | $\left(\begin{array}{l}1111111111111111111111111111100000000000000000000000000000000000 \\ 0000000000000001111111111100000000000111111111111111111100000 \\ 000000000111111000000111111001111111110000000001111111111010000 \\ 000001111000011000011001111010000011110000011110000111111001000 \\ 001110001000101000101010111010011100010011100010111000111000100 \\ 010010010011100011010100011000100101110101100111001001011000010 \\ 100100100101100101010100101001001010111010101011010010101000001\end{array}\right)$ | 23,075 |
| 4 | $\left(\begin{array}{l}11111111111111111111111111111100000000000000000000000000000000000 \\ 00000000000000011111111111000000000001111111111111111111100000 \\ 00000000011111100000011111100111111111000000000111111111010000 \\ 000001111000011000011001111010000011110000011110000111111001000 \\ 001110001000101000101010111010011100010011100010111000111000100 \\ 110010010001001001001011011011100100101100100101011011001000010 \\ 010110111010001010001100001010101101110101101111101101010000001\end{array}\right)$ | 80 |
|  | Total: | 91,397 |
|  | Inequivalent codes: | 91,337 |

In Table 4, we present summarized results for the $[28,7,\{12,16,28\}]$ self-complementary codes. There were exactly four inequivalent codes with these parameters [16,17]. Therefore, their subcodes of dimension 6 were partitioned into four classes of SC-equivalence. The first column in the table shows a generator matrix of the self-complementary code. The second
and third columns present the number of inequivalent $[27,6,\{12,16\}]$ and $[28,6,\{12,16\}]$ codes that are subcodes of the corresponding self-complementary code.

Table 4. Self-complementary $[28,7,\{12,16,28\}]$ codes.

| G | [27, 6, \{12, 16\}] | $[28,6,\{12,16\}]$ | Total: |
| :---: | :---: | :---: | :---: |
| $\left(\begin{array}{l}11111111111111111111111111111 \\ 0000000111111111111111100000 \\ 0011111000000000111111010000 \\ 0100011000001111001111001000 \\ 1001100000110011110011000100 \\ 0110001011010001011101000010 \\ 1010111101000101000101000001\end{array}\right)$ | 1 | 1 | 2 |
| $\left(\begin{array}{l}11111111111111111111111111111 \\ 000000011111111111111100000 \\ 111111100000001111111010000 \\ 0000111000011100011111001000 \\ 0001011001100101100111000100 \\ 0110001010001110111001000010 \\ 1010001100100111101010000001\end{array}\right)$ | 1 | 2 | 3 |
| $\left(\begin{array}{l}111111111111111111111111111111 \\ 00000001111111111111100000 \\ 111111100000001111111010000 \\ 0000111000011100011111001000 \\ 0001011001100101100111000100 \\ 0110001010001110111001000010 \\ 1010001110100001101011000001\end{array}\right)$ | 2 | 2 | 4 |
| $\left(\begin{array}{l}11111111111111111111111111111 \\ 000000011111111111111100000 \\ 111111100000001111111010000 \\ 0000111000011100011111001000 \\ 0011001001100111100011000100 \\ 0100011010101001100111000010 \\ 1001100100011010101101000001\end{array}\right)$ | 1 | 2 | 3 |

## 7. Conclusions

In this paper, we defined and studied four families of two-weight codes and two families of three-weight codes that were closely connected to the self-complementary codes of even length meeting the Grey-Rankin bound. Furthermore, we presented the relations between these six special families of binary linear codes and showed how one could construct from a two-weight code in one of the families codes of the same dimension in the other three families of two-weight codes. Similarly, we showed how to construct a three-weight code in one of the families of three-weight codes from a code from the other family with the same dimension. We also presented a construction of a two-weight code of dimension $k+2$ in one of the families from a two-weight code of dimension $k$. Lastly, we classified codes on the basis of the theoretical results and some other well-known properties. Our efforts were focused on the classification of projective two-weight codes with parameters $[119,8,\{56,64\}]$. Since the number of inequivalent linear codes that meet the Grey-Rankin bound grows exponentially [15], we presented a partial classification for the codes with these parameters; more precisely, we gave the classification of the projective two-weight $[119,8,\{56,64\}]$ codes constructed from the seven $[35,6,\{16,20\}]$ codes.

In conclusion, we mention some open problems related to our research:

- Is it possible to obtain equivalent codes from inequivalent ones by self-complementary lifting, and under which conditions? We applied this construction to codes with parameters $[119,8,\{56,64\}]$ to obtain codes with parameters $[496,10,\{240,256\}]$, and then to codes with parameters $[2015,12,\{992,1024\}]$. In these cases, inequivalent codes led to inequivalent ones.
- Is reverse construction possible?
- What is the relationship between the automorphism groups of codes and their extensions?
- How does this construction reflect on other related combinatorial objects?
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