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Abstract. The following problem, suggested by Laguerre’s Theorem (1884),
remains open: Characterize all real sequences {µk}∞k=0 which have the zero-di-
minishing property; that is, if p(x) =

∑n
k=0 akx

k is any real polynomial, then
∑n

k=0 µkakx
k has no more real zeros than p(x).

In this paper this problem is solved under the additional assumption of a weak
growth condition on the sequence {µk}∞k=0, namely lim

n→∞
|µn|1/n < ∞. More pre-

cisely, it is established that the real sequence {µk}k≥0 is a weakly increasing zero-
diminishing sequence if and only if there exists σ ∈ {+1,−1} and an entire function

Φ(z) = beaz
∏

n≥1

(

1 +
x

αn

)

, a, b ∈ R1, b 6= 0, αn > 0 ∀n ≥ 1,
∑

n≥1

1

αn
<∞,

such that µk = σk

Φ(k) , ∀k ≥ 0.

1. Introduction. In 1914 Pólya and Schur [14] characterized those linear
transformations T of the form

T [xk] = µkx
k, µk ∈ R1, ∀k ≥ 0,
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which map any polynomial with real coefficients (i.e., real polynomial) and with all
real zeros to a polynomial with all real zeros. In 1884 Laguerre’s Theorem [10, p. 116]
suggested the problem of characterizing those linear transformations of the above form,
which do not increase the number of real roots of any real polynomial; i.e., which satisfy
the inequality

ZR(T [p(x)]) ≤ ZR(p(x))

for any real polynomial, where, in general, ZD(p(x)) denotes the number of zeros of
a polynomial p, lying in the subset D ⊆ C1, taking into account their multiplicity
(see also S.Karlin [8, p. 382]). For recent progress and results pertaining to this area
of investigation, we refer to Bakan and Golub [1], Craven and Csordas [2, 3, 4], and
Iserles, Nørsett and Saff [7].

In the paper this problem is completely solved for weakly increasing sequences
{µn}n≥0 which are defined by the condition

lim
n→∞

|µn|
1/n <∞.

In Section 2 preliminary results are established, describing the properties of the func-
tional which counts the number of zeros of a polynomial in intervals of the form (−∞, a],
a ∈ R1. The new techniques developed in Section 3 yield a complete characterization
of weakly increasing zero-diminishing sequences (Theorem 2). This characterization is
applied to the problem of interpolating zero-diminishing sequences (Corollary 2), raised
in [3, Problem 8].

2. General properties of the functional Z(−∞,a](p(x)), a ∈ R1. Let
N := {1, 2, . . .} be the set of all positive integers, N denote a positive integer, and RN

be an N -dimensional normed space with the usual Euclidean norm ‖x‖ := (
N
∑

k=1
x2

k)
1/2,

x = (x1, . . . , xN ). Let

PN := {xN +
N−1
∑

k=0

pkx
k| pk ∈ R1, k = 0, . . . , N − 1}

denote the set of all real polynomials of degree N with leading coefficient equal to 1.
We identify every vector p := (p0, p1, . . . , pN−1) ∈ RN with the polynomial p(x) :=

xN +
N−1
∑

k=0
pkx

k ∈ PN . If T : RN → RN is a mapping from RN to itself, then let Tp(x)

denote the polynomial corresponding to the vector Tp ∈ RN .

Using this identification, we can define our zero counting functional on RN by

Z(−∞,a](p) := Z(−∞,a](p(x)), ∀p ∈ RN ,
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where a ∈ R1 ∪ {+∞} and p(x) ∈ PN is the polynomial corresponding to the vector
p ∈ RN . Since Z(−∞,a](p) ∈ {0, 1, 2, . . . , N}, the functional Z(−∞,a](p) is finite–valued

and partitions the whole space RN into N + 1 (disjoint) sets:

RN
n (a) := {p ∈ RN |Z(−∞,a](p) = n}, 0 ≤ n ≤ N ;

RN
n := RN

n (+∞) = {p ∈ RN |ZR(p) = n}, 0 ≤ n ≤ N.

We write Cl B for the closure of the set B in the normed space RN and int B := {b ∈
B| ∃ε > 0 : Uε(b) ⊆ B} for its interior, where

Uε(y) := {x ∈ RN | ‖x− y‖ < ε}, y ∈ RN , ε > 0.

The following lemma is easily proved using Hurwitz’s theorem [15, p. 119] and the

continuous dependence of the zeros of a polynomial on its coefficients (see [13, p. 279]).

Lemma 1. For an arbitrary element a ∈ R1, the following statements hold:
(a) intRN

n (a) 6= Ø, ∀ 0 ≤ n ≤ N ;
(b) RN

n (a) ⊆ Cl intRN
n (a), ∀ 0 ≤ n ≤ N ;

(c) intRN
n (a) = {p ∈ RN | p(x) has n distinct zeros lying in (−∞, a) and p(a) 6= 0},

∀ 0 ≤ n ≤ N ;
(d) RN

0 (a) = int RN
0 (a).

Remark 1. Lemma 1 remains true for a = +∞. In this case int RN
n will

consist of all those vectors p, corresponding to polynomials which have n real distinct
zeros, 0 ≤ n ≤ N . Moreover, if a = +∞, then RN

1 = int RN
1 .

If n = 0 and a ∈ R1, the set RN
n (a) is open by Lemma 1. For 1 ≤ n ≤ N , we

describe the sets RN
n (a) \ int RN

n (a) in the following lemma.

Lemma 2. Let a ∈ R1 and 0 ≤ n ≤ N . Suppose that the polynomial p(x)
corresponding to a vector p ∈ RN

n (a) has the following form:

(1) p(x) = Q(x)(x− a)n0

r
∏

k=1

(x− αk)
nk , n =

r
∑

k=0

nk,

where −∞ < αr < αr−1 < · · · < α1 < a, n0 ≥ 0, nk ≥ 1, 1 ≤ k ≤ r, r is a

nonnegative integer,
0
∏

k=1
:= 1, and Q ∈ RN−n

0 (a). Let d(p) :=
r
∑

k=1
[nk

2 ], where [x] is the

greatest integer less than or equal to x ∈ R1. Let

(2) J(p) =

{

{n− 2m| 0 ≤ m ≤ d(p)}, if n0 = 0;
{n, n− 1, . . . , n − 2d(p) − n0}, if n0 ≥ 1.

Then
(a) Uε(p) ∩ intR

N
r (a) 6= Ø, ∀ε > 0, ∀r ∈ J(p);
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(b) ∃δ = δ(p) > 0 such that Uε(p)∩R
N
r (a) = Ø, ∀ε ∈ (0, δ), ∀r ∈ {0, 1, 2, . . . , N}\J(p).

We omit the proof of Lemma 2 which requires, ipso facto, some involved book-
keeping. Lemma 2 states that for sufficiently small ε > 0, the open neighborhood Uε(p)
of p can be partitioned into subsets according to the number of zeros in the interval
(−∞, a]: Uε(p) ∩ RN

r (a), r ∈ J(p). There are d(p) + 1 such sets if p(a) 6= 0 and
2d(p) + n0 + 1 if p(a) = 0. The main idea in counting the number of possible zeros in
(−∞, a] is that in perturbing the polynomial p(x), one cannot gain zeros in the interval,
can lose zeros in the interior of the interval only in nonreal pairs, and can lose zeros
from the endpoint a either by singly moving them to the right of a or by forming pairs
of nonreal zeros. Each of the subsets of the partition has a nonempty interior and is
contained in the closure of its interior. For n ≥ 1, p ∈ RN

n (a) \ int RN
n (a) if and only if

either p(x) has a multiple root (d(p) ≥ 1) or p(a) = 0.
Remark 2. Putting n0 = 0 in (1) and (2), all statements of Lemma 2 remain

valid for a = +∞.

Theorem 1. Let a ∈ R1 ∪ {+∞}. The functional Z(−∞,a](p) is finite valued

and upper semicontinuous on the normed space RN . Moreover, the functional possesses
the following properties:
(a) ∀p ∈ RN , ∃ε = ε(p) > 0 such that Z(−∞,a](q) ≤ Z(−∞,a](p), ∀q ∈ Uε(p);

(b) int[Uε(p) ∩R
N
Z(−∞,a](p)(a)] 6= Ø, ∀ε > 0, ∀p ∈ RN ;

(c) if T is a continuous mapping from RN to RN , D is an everywhere dense subset of
RN , and the inequality Z(−∞,a](Tp) ≤ Z(−∞,a](p) holds for any p ∈ D, then

Z(−∞,a](Tp) ≤ Z(−∞,a](p), ∀p ∈ RN .

P r o o f. Lemma 2 implies part (a) as well as the weaker property of upper
semicontinuity of the functional Z(−∞,a](p); that is,

if pn → p, n→ ∞, then lim
n→∞

Z(−∞,a](pn) ≤ Z(−∞,a](p).

In this connection it should be noted that part (a) is a consequence of only the properties
of upper semicontinuity and finite-valuedness of the functional Z(−∞,a](p). Property
(b) of the functional Z(−∞,a](p) follows from part (a) of Lemma 2 with r = n.

Next we prove property (c). Consider any p ∈ RN . By property (a) of the
functional Z(−∞,a](p) for Tp ∈ RN , there exists an ε(Tp) > 0 such that Z(−∞,a](q) ≤
Z(−∞,a](Tp), ∀q ∈ Uε(Tp)(Tp). Due to the continuity of the mapping T , there exists
a δ = δ(p) > 0 such that T (Uδ(p)) ⊆ Uε(Tp)(Tp). By property (b) of the functional
and the fact that the set D is everywhere dense, there exists a vector α ∈ D ∩ [Uδ(p)∩
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RN
Z(−∞,a](p)(a)] 6= Ø. But then Z(−∞,a](p) = Z(−∞,a](α) ≤ Z(−∞,a](Tα) ≤ Z(−∞,a](Tp).

This proves the theorem. �

Corollary 1. Let T : RN → RN be a homeomorphism (see [9, Ch. 1, Sec. 13,
VIII]), and for some a ∈ R1 ∪ {+∞} suppose that the inequality

(3) Z(−∞,a](Tp(x)) ≤ Z(−∞,a](p(x))

holds for all polynomials p(x) ∈ PN such that both polynomials p(x) and Tp(x) either
have no real zeros or have distinct real zeros, not belonging to some nowhere dense
subset F of the real axis; that is, Cl(R1 \ Cl F ) = R1 (see [9, Ch. 1, §8, I]). Then
inequality (3) holds for any p(x) ∈ PN .

P r o o f. Without loss of generality, we shall suppose that F is a closed set.
For a closed subset the property of being nowhere dense is equivalent to having an
everywhere dense complement (see [9, Ch. 1, §8, I]).

We write Z[p] := {z ∈ C1| p(z) = 0} for the zero set of p(z) and denote

R := {p ∈ RN | Z[p] ∩ F 6= Ø} and B := RN \
N
⋃

n=0

int RN
n .

By Remark 1, any vector in RN \ B =
N
⋃

n=0
int RN

n corresponds to a polynomial in PN ,

which either has no real zeros or has only distinct real zeros. Since T is a homeomor-
phism, we have

T−1(R) = {T−1p| Z[p] ∩ F 6= Ø} = {p ∈ RN | Z[Tp] ∩ F 6= Ø},

and Tp /∈ B if and only if p /∈ T−1(B). Therefore by assumption, inequality (3) holds
for all p /∈ B, where

B := B ∪ T−1(B) ∪R ∪ T−1(R).

We next prove that each of the four sets B, T−1(B), R and T−1(R) is a closed nowhere
dense set.

Since
N
⋃

n=0
int RN

n is open, B is closed, and from Remark 1 it follows that

Cl(RN \ B) = Cl(
N
⋃

n=0

int RN
n ) ⊇

N
⋃

n=0

RN
n = RN .

And since both of these properties are invariant with respect to the homeomorphic
mapping T−1 (see [9, Ch. 1, §13, VII, VIII]), the set T−1(B) is also a closed nowhere
dense set.
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Next we show that the set R is closed. Let pn ∈ R, ∀n ∈ N , and lim
n→∞

pn = p ∈

RN . Since the leading coefficient of any polynomial pn(x) ∈ PN , n ∈ N , is equal to 1,
the boundedness in RN of the sequence {pn}n∈N implies the existence of A ∈ (0,∞)
such that Z[pn] ⊆ VA(0), ∀n ∈ N . Here

(4) Vδ(b) := {z ∈ C1| |z − b| < δ}, b ∈ C1, δ > 0.

By Hurwitz’s theorem [15, p. 119], ∀ε > 0 ∃N = N(ε) such that Z[pn] ⊆ Z[p] +
Vε(0), ∀n ≥ N . Therefore, F ∩ (Z[p] + Vε(0)) 6= Ø, ∀ε > 0, and, hence, F ∩ Z[p] 6= Ø;
i.e., p ∈ R. Therefore, Cl R = R.

Let us prove now that the set R is nowhere dense in RN . As mentioned above,
since R is closed, it suffices to show that RN \ R is everywhere dense or, equivalently,
R ⊆ Cl(RN \ R). Let p ∈ R. Then p ∈ RN

n , 1 ≤ n ≤ N , and at least one of its real
zeros αk, 1 ≤ k ≤ r, r ≥ 1 in the representation from equation (1) of Lemma 2 with
n0 = 0 and a = +∞, belongs to F . Since F is nowhere dense, for any 1 ≤ k ≤ r there
exists a sequence {αk(m)}m∈N ⊆ R1 \ F , converging to αk, i.e., lim

m→∞
αk(m) = αk.

Therefore, by equation (1) with n0 = 0 and a = +∞, the sequence of polynomials

pm(x) := Q(x)
r
∏

k=1

(x− αk(m))nk

converges to p(x); i.e., lim
m→∞

pm = p, and pm ∈ RN \ R, ∀m ∈ N . This means that

R ⊆ Cl(RN \ R), hence R is a closed nowhere dense set. Therefore T−1(R) is also a
closed nowhere dense set.

Finally, by the Baire category theorem (see [9, Ch. 1, §8, III, Theorem 2]), the
set B, being the union of four nowhere dense sets, will itself be a closed nowhere dense
set, and therefore, its complement D := RN \ B will be an everywhere dense set, for
which inequality (3) holds. By applying part (c) of Theorem 1, the corollary is proved.

3. Characterization of weakly increasing zero-diminishing sequences.
We begin this section with some notation and definitions. Let Z+ := {0, 1, 2, . . .}. Let
C[a, b] denote the space of all continuous real-valued functions on [a, b], −∞ ≤ a < b ≤
+∞. Let P denote the space of all real polynomials. Let ZD(p(x)), D ⊆ R1 denote
the functional defined in the introduction, where we shall assume that ZD(0) = 0. The
set of all real sequences

µ := {µn}n∈Z+ := {µn}n≥0 := (µ0, µ1, µ2, . . . , µn, . . .), µn ∈ R1, ∀n ∈ Z+,

will be denoted by R∞. Set R∞
+ := {µ ∈ R∞| µn > 0, ∀n ∈ Z+}. With the help of

the sequence µ ∈ R∞, we define, on the linear space P, the linear transformation Tµ

by the formula

(5) Tµx
n = µnx

n, ∀n ∈ Z+.
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Let τ denotes the set of all nontrivial, zero-diminishing real sequences, that is

(6) τ := {µ ∈ R∞| ZR(Tµp(x)) ≤ ZR(p(x)) ∀p(x) ∈ P} \ kτ ,

where kτ :=
⋃

a∈R1

{(a, 0, 0, . . . , 0, . . .)} (cf. [6, p. 121]). Let τ+ := τ ∩ R∞
+ , the set of

sequences with only positive terms. For any C ∈ R1 \ {0}, we define the class

(7) τC := {µ ∈ R∞| Z[0,AC](Tµp(x)) ≤ Z[0,A](p(x)) ∀A ≥ 0, ∀p(x) ∈ P} \ kτ ,

where for a > 0, [0,−a] := [−a, 0]. We define the linear operator MC : R∞ → R∞ by
the formula MCµ = {Cnµn}n≥0, µ ∈ R∞, C ∈ R1 \ {0}. Then evidently

Z[0,AC](Tµp(x)) = Z[0,A](TMCµp(x)), ∀A ≥ 0, ∀C ∈ R1 \ {0}, ∀p(x) ∈ P,

and therefore,

(8) τC = MC(τ1) := {MCµ| µ ∈ τ1}, ∀C ∈ R1 \ {0}.

For any a ∈ R1, µ ∈ R∞ we denote aµ := {aµn}n≥0. Finally, the set of all
weakly increasing sequences will be denoted by

(9) W := {µ ∈ R∞| lim
n→∞

|µn|
1/n <∞}.

In the proof of the next lemma, we shall show that if a term of a zero-diminishing
sequence τ vanishes, then all subsequent terms of τ must also vanish. From this it will
follow that the terms of a zero-diminishing sequence must all be of the same sign
or they must alternate in sign. In addition, using the result of [1, Lemma 1], we
shall show that weakly increasing zero-diminishing sequences µ = {µn}

∞
n=0, µn > 0,

∀n ∈ Z+, are moment sequences of a bounded nondecreasing function µ(x) on [0, Q],

where Q = lim
n→∞

µ
1/n
n <∞, so that the support of the measure dµ is [0, Q].

Lemma 3. The following statements hold:
(a) ∀µ ∈ τ, ∃σ1 = σ1(µ), σ2 = σ2(µ) ∈ {+1,−1} such that σ1Mσ2µ ∈ τ+;

(b) Let µ ∈ τ+. Then µ ∈ W if and only if the limit Q := lim
n→∞

µ
1/n
n ∈ (0,+∞) exists

and there exists a bounded nondecreasing function µ(x) on [0, Q] such that

(10) µn =

Q
∫

0

tn dµ(t) ∀n ∈ Z+.
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P r o o f. (a) We show that for any sequence µ ∈ τ , if there exists m ∈ Z+ such
that µm = 0, then µn = 0 ∀n ≥ m. By definition of τ (cf. (6)), for any positive
integer k the following relations hold: m = ZR(xm(1 + x2k)) = ZR(xm + xm+2k) ≥
ZR(µmx

m + µm+2kx
m+2k) = ZR(µm+2kx

m+2k). Since 2k +m ≥ m+ 2, the inequality
above holds only in the case µm+2k = 0, ∀k ∈ N . But then for any k ∈ Z+, we have

m = ZR(xm(1 + (1 + x2k+1)2)) = ZR(2xm + 2xm+2k+1 + xm+4k+2)

≥ ZR(2µmx
m + 2µm+2k+1x

m+2k+1 + µm+4k+2x
m+4k+2)

= ZR(2µm+2k+1x
m+2k+1).

Since m+ 2k+ 1 ≥ m+ 1, the inequality above is possible only in the case µm+2k+1 =
0, ∀k ∈ Z+. Therefore, µn = 0, ∀n ≥ m, as was to be proved.

Thus µ0 = 0 implies µ = (0, 0, . . . , 0, . . .) /∈ τ , and µ0 6= 0, µ1 = 0 implies
µ = (µ0, 0, 0, . . . , 0, . . .) /∈ τ . Therefore, µ ∈ τ implies µ0 6= 0, µ1 6= 0. It was proved
in [1, Lemma 1] that for every such sequence there exists a bounded nondecreasing
function µ(x) on [0,+∞) such that

(11) µn = σ1σ
n
2

∞
∫

0

tn dµ(t), ∀n ∈ Z+,

where σ1 = sign(µ0), σ2 = σ1sign(µ1) and

sign(x) :=

{

1, if x > 0;
−1, if x < 0.

Therefore,

σ1Mσ2µ =







∞
∫

0

tn dµ(t)







n≥0

.

But µ1 6= 0 implies the existence of ρ > 0 such that µ(+∞) > µ(ρ). In fact, assuming
the contrary; i.e., µ(+∞) = µ(ε) ∀ε > 0, we obtain

(12) µ(0 + 0) := lim
ε↓0

µ(ε) = µ(+∞),

and hence,

σ1σ2µ1 =

∞
∫

0

t dµ(t) = 0[µ(0 + 0) − µ(0)] +

∞
∫

0

t dµ(0 + 0) = 0,

leading to a contradiction. Now we have
∞
∫

0
tn dµ(t) ≥ ρn[µ(+∞)−µ(ρ)] > 0, ∀n ∈ Z+;

i.e., σ1Mσ2µ ∈ τ+, as was to be proved.
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(b) Since (10) immediately implies that µ ∈ W , it remains to be shown that
µ ∈ τ+ ∩W implies the properties of the sequence µ claimed in (10). Fix an arbitrary

sequence µ ∈ τ+ ∩W , and set Q := lim
n→∞

µ
1/n
n ∈ [0,+∞). Since µ ∈ τ+, representation

(11) of this sequence evidently follows with σ1 = σ2 = 1. Assume now that there exists
ε > 0 such that µ(+∞) > µ(Q+ ε). Then

µn ≥

∞
∫

Q+ε

tn dµ(t) ≥ (Q+ ε)n(µ(+∞) − µ(Q+ ε)), ∀n ∈ Z+,

and therefore, lim
n→∞

µ
1/n
n ≥ Q+ ε, contradicting the definition of Q. Hence, µ(Q+ 0) =

µ(+∞). If Q = 0, then equality (12) holds, which implies µ1 = 0, and, hence, µ /∈ τ+.
Therefore, Q > 0, and without changing the values of the integrals (11), we may assume
that µ(Q) = µ(Q+ 0). Then (11) may be written as follows:

µn =

Q
∫

0

tn dµ(t), ∀n ∈ Z+.

It follows that µn ≤ Qn(µ(Q) − µ(0)), i.e., lim
n→∞

µ
1/n
n ≤ Q = lim

n→∞
µ

1/n
n , proving the

existence of the limit lim
n→∞

µ
1/n
n = Q ∈ (0,+∞). Thus, Lemma 3 is proved. �

Expanding on our earlier notation for W , we write

(13) WQ := {µ ∈ R∞| lim
n→∞

|µn|
1/n = Q}, 0 < Q <∞.

It is evident that µ ∈WQ if and only if M 1
Q
µ ∈W1. Following the notation of formula

(8) and the obvious relation

Ma(τ+) = τ+, ∀a > 0,

by part (b) of Lemma 3 we have

(14) τ+ ∩W =
⋃

Q>0

MQ(τ+ ∩W1).

In order to find a relationship between µ ∈ τ+ ∩W1 and the corresponding function
µ(x) satisfying (10) with Q = 1, we introduce the following two transformations:

(15)



















Tµf(x) :=
1
∫

0
f(xt) dµ(t), ∀f ∈ C[0, A], A > 0;

Rµp(x) := 1
µ1

1
∫

0
tp(x− log 1

t ) dµ(t), ∀p(x) ∈ P,
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where Tµ represents an extension of the transformation Tµ introduced in (5) from the
space of polynomials to the space of continuous functions on some interval [0, A], A > 0.
In the next Lemma, part (a) extends the statement of [1, Lemma 3] from the set of all
polynomials in log(x) to the set of all continuous functions. Part (b) of Lemma 4 is
stated in [1, Lemma 3] and the proof is sketched there. For the sake of completeness,
we include a detailed proof here.

Lemma 4. Let µ ∈ τ+ ∩W1, A > 0 and a ∈ R1. Then

(a) if 0 < x1 < x2 < . . . < xr < A, r ≥ 1, and f(x) = φ(x)
r
∏

k=1
(x − xk), φ ∈

C[0, A], φ(x) ≥ 0, ∀x ∈ [0, A], then

(16) S(0,A)(Tµf(x)) ≤ r,

where for any function g : (a, b) → R1, −∞ < a < b < +∞, we write

S(a,b)(g(x)) :=

(17) := sup {n ∈ N| ∃ a < t0 < t1 < . . . < tn < b : g(tj)g(tj+1) < 0, 0 ≤ j ≤ n− 1};

(b) Also,

(18) Z(−∞,a](Rµp(x)) ≤ Z(−∞,a](p(x)), ∀p(x) ∈ P.

P r o o f. (a) Let ∆r(x) :=
r
∏

k=1
(x−xk). By the Weierstrass approximation theo-

rem [15, p. 414], for any ε ∈ (0, 1), the function
√

φ(x) ∈ C[0, A] can be approximated
by a real polynomial P (x) such that

(19) ‖
√

φ(x) − P (x)‖C[0,A] < ε.

Consider the polynomial
Q(x) = (ε+ P (x)2)∆r(x).

It is evident that ZR(Q(x)) = r. Besides that, for any x ∈ [0, A] we obtain

|Tµf(x) − TµQ(x)| =

∣

∣

∣

∣

∣

∣

1
∫

0

(f(xt) −Q(xt)) dµ(t)

∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

1
∫

0

(∆r(xt)φ(xt) − ∆r(xt)(ε+ P (xt)2)) dµ(t)

∣

∣

∣

∣

∣

∣
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≤

1
∫

0

|∆r(xt)| |(
√

φ(xt) − P (xt))(
√

φ(xt) + P (xt)) − ε| dµ(t)

≤ (2A)r[εµ0 +

1
∫

0

|
√

φ(xt) − P (xt)| |
√

φ(xt) − P (xt) − 2
√

φ(xt)| dµ(t)]

≤ ε(2A)rµ0[1 + ε+ 2‖
√

φ(x)‖C[0,A]].

Therefore, ‖Tµf(x)− TµQ(x)‖C[0,A] can be made as small as desired. To prove
(16), we suppose that

S(0,A)(Tµf(x)) ≥ r + 1.

Choose r + 2 points 0 < t0 < t1 < . . . < tr+1 < A so that

Tµf(tj)Tµf(tj+1) < 0, 0 ≤ j ≤ r,

and write κ := min
0≤j≤r+1

|Tµf(tj)|. By the argument above, there exists a polynomial

P (x) such that

‖Tµf(x) − TµQ(x)‖C[0,A] <
1

2
κ,

and hence TµQ(tj)TµQ(tj+1) < 0, 0 ≤ j ≤ r. This implies that

ZR(TµQ(x)) ≥ Z(0,A)(TµQ(x)) ≥ r + 1 > r = ZR(Q(x)),

contradicting the fact that µ ∈ τ+. Therefore inequality (16) is true.

(b) Since Rµp(x) ≡ 1 for p(x) ≡ 1, inequality (18) holds when the polynomial p(x) is
a constant. Therefore, it is sufficient to establish the validity of (18) for any p(x) ∈
⋃

N≥1
PN . In this case, for some N ≥ 1, let p(x) =

N
∑

k=0
pkx

k, where pN = 1. Then

Rµp(x) =
1

µ1

N
∑

k=0

pk

1
∫

0

t(x+ log t)k dµ(t)

=
1

µ1

N
∑

k=0

k
∑

m=0

(

k
m

)

pkx
m

1
∫

0

t(log t)k−m dµ(t)

=
N
∑

m=0

xm
N−m
∑

k=0

(

k +m
m

)

pk+m
1

µ1

1
∫

0

t(log t)k dµ(t)

= xN +
N−1
∑

m=0

xm[pm +
N−m
∑

k=1

(

k +m
m

)

pk+m
1

µ1

1
∫

0

t(log t)k dµ(t)].
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This shows that Rµp(x) ∈ PN . Also, the transformation Rµ, considered as a transfor-
mation of the coefficients of the polynomials from the set PN , is a homeomorphism of
the space RN of the form Ax + b, where b, x ∈ RN and A is a triangular matrix with
diagonal elements equal to 1. Using the result of Corollary 1, it suffices to establish
the validity of (18) for those polynomials p(x) ∈ PN , for which each of the polynomials
p(x) and Rµp(x) either has no zeros on (−∞, a] or all its zeros on (−∞, a] are distinct
and none of them equals a. If the polynomial p(x) is of one sign on (−∞, a], then by
(15) it is obvious that Rµp(x) is also of the same sign on (−∞, a], and therefore, (18)
will hold.

Next assume to the contrary that on (−∞, a] the polynomial p(x) has r ≥ 1
zeros −∞ < u1 < u2 < · · · < ur < a, and that the polynomial Rµp(x) has q > r zeros
−∞ < v1 < v2 < · · · < vq < a. Then the zeros of the functions f(x) := xp(log x)

and Tµf(x) = µ1xRµ(log x) =
1
∫

0
xtp(log xt) dµ(t), on the interval (0, A], where A := ea,

are of the form 0 < eu1 < eu2 < · · · < eur < A and 0 < ev1 < ev2 < · · · < evq < A,
respectively. Therefore, S(0,A)(Tµf(x)) = q, and due to the analyticity of f(z) for
ℜz > 0 and its continuity on [0, A], the function

φ(x) :=
f(x)

r
∏

k=1
(x− euk)

will be continuous on [0, A], will preserve sign on (0, A], and without loss of generality
may be regarded to be nonnegative on [0, A]. But this contradicts the first statement
of the lemma. Thus the validity of (18) is established and Lemma 4 is proved.

We next consider a certain subclass of the Laguerre-Pólya class [8, p. 336],
namely

(20) LP1 :=







beaz
∏

n≥1

(1 +
z

αn
)| a, b ∈ R1, b 6= 0, αn > 0 ∀n ∈ N ,

∑

n≥1

1

αn
<∞







.

Functions in LP1 with fixed a, b ∈ R1, will be denoted by LP1(a, b) and

E∗
1 :=

⋃

a≥0

LP1(a, 1)

(cf. [8, Ch. 7, §2, p. 336]). In the next lemma, we show that the reciprocals of weakly

increasing zero-diminishing positive sequences can be interpolated by functions in LP1.

Lemma 5. Let µ ∈W ∩ τ+ and write Q := lim
n→∞

µ
1/n
n . There exists a function

Φ ∈ LP1(log
1
Q ,

1
µ0

) such that

µn =
1

Φ(n)
, ∀n ∈ Z+.
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P r o o f. Let µ ∈ W1 ∩ τ+. Let µ(x) be the corresponding function given by
Lemma 3. We assume that µ(x) is normalized to be a bounded nondecreasing function
on [0, 1] (see [12, p. 128]); i.e., µ(0) = 0 and µ(x) = 1

2 [µ(x− 0) + µ(x+ 0)] ∀x ∈ (0, 1).
It is well known that this normalization does not change the values of the moments of
µ(x) on [0, 1]. The moments determine the normalized µ(x) uniquely (see [12, p. 129]).
For the proof, we first eliminate the (possible) jump of µ(x) at zero

µ∗ := µ(0 + 0) − µ(0) ≥ 0.

To this end, we decompose µ(x) as follows:

(21) µ(x) = µ∗χ(0,1](x) + ν(x), x ∈ [0, 1],

where

χA(x) :=

{

0, x /∈ A;
1, x ∈ A;

A ⊆ R1,

and where ν(x) is nondecreasing, bounded on [0, 1] and continuous at the point 0; i.e.,
ν(0) = ν(0 + 0) = 0. Here, obviously, νn = µn, ∀n ∈ N , but µ0 = ν0 + µ∗ ≥ ν0, where

νn :=
1
∫

0
tn dν(t), ∀n ∈ Z+. Definition (15) of the transformation Rµ immediately

implies

Rµp(x) = Rνp(x), ∀p(x) ∈ P,

and therefore inequality (18) holds for Rν . From (15), with p(x) =
N
∑

k=0
pkx

k, we obtain

Rνp(x) =
N
∑

k=0

p(k)(x)

k!

1

ν1

1
∫

0

t(log t)k dν(t) = F (D)p(x), D :=
d

dx
,

where F (z) := 1
ν1

1
∫

0
t1+z dν(t) is analytic in ℜz > −1 and F (0) = 1. Hence, the function

Φ(z) :=
1

F (z)
=
∑

k≥0

gkz
k, Φ(0) = 1,
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will also be analytic in a disk Vκ(0) (see (4)) of some positive radius κ. Since p(x) and
Rνp(x) are polynomials, the following holds:

Φ(D)(Rνp(x)) = (
∑

k≥0

gk
dk

dxk
)(Rνp(x)) = p(x), ∀p(x) ∈ P.

The reasoning in the proof of Lemma 4 shows that Rν(P) = P, and, therefore, from
(18) with a = 0, we obtain

Z(−∞,0](p(x)) ≤ Z(−∞,0](Φ(D)p(x)), ∀p(x) ∈ P.

In particular, for p(x) = xn we have Z(−∞,0](Φ(D)xn) ≥ n, ∀n ∈ N . Since the degree
of the polynomial An(x) := Φ(D)xn does not exceed n, the polynomials An(x), as
well as the polynomials A∗

n(x) := xnAn( 1
x) and A∗

n(x
n ) for any n ∈ N , have all real

nonpositive zeros. But it is known [8, Ch. 7, p. 345] that the analyticity of Φ(z) in the
open disk Vκ(0) implies the uniform convergence of the polynomials A∗

n( z
n ) to Φ(z) on

any compact subset of the open disk Vκ(0). By Corollary 2.2 of [8, p. 337], Φ(z) ∈ E∗
1 .

Hence,

(22) Φ(z) = eaz
∏

n≥1

(1 +
z

αn
), a ≥ 0, αn > 0, ∀n ∈ N ,

∑

n≥1

1

αn
<∞.

For z ∈ Vκ(0), we have the equality of the two analytic functions

(23)
1

ν1

1
∫

0

t1+z dν(t) =
1

Φ(z)
.

We continue 1
Φ(z) analytically in the domain of analyticity of the left hand side, that

is ℜz > −1. From this we deduce that the zeros of Φ(z) satisfy the (stronger than in
(22)) inequality αn > 1, ∀n ∈ N . This inequality together with convergence of the
series

∑

n≥1

1
αn

<∞ allows us to conclude that there exists a number δµ > 0 such that

inf
n∈N

αn = min
n∈N

αn = 1 + 2δµ.

In addition, by the continuity of ν(x) at zero, we have

0 ≤ lim
ε↓0

∣

∣

∣

∣

∣

∣

ε
∫

0

tz dν(t)

∣

∣

∣

∣

∣

∣

≤ lim
ε↓0

(ν(ε) − ν(0)) = ν(0 + 0) − ν(0) = 0, ∀ℜz ≥ 0,
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and, therefore, (23) remains true also for ℜz = −1. In particular, for z = −1, ν1/ν0 =
Φ(−1) = e−a ∏

n≥1
(1 − 1

αn
). With βn := αn − 1, ∀n ∈ N , we obtain from (22)

Φ(z − 1) = e−aeaz
∏

n≥1

(1 −
1

αn
+

z

αn
) = Φ(−1)eaz

∏

n≥1

(1 +
z

βn
) =

=
ν1

ν0
eaz

∏

n≥1

(1 +
z

βn
).

After substituting this expression in (23) we obtain

1

ν0

1
∫

0

tz dν(t) =
1

eaz
∏

n≥1
(1 + z

βn
)
, ∀ℜz ≥ 0,

where

(24) a ≥ 0, βn ≥ 2δµ > 0, ∀n ∈ N ,

and, obviously,
∑

n≥1

1
βn
<∞. Since for n ∈ N ,

µn =

1
∫

0

tn dν(t) =
ν0

ean
∏

k≥1
(1 + n

βk
)
≤ ν0e

−an,

we have lim
n→∞

µ
1/n
n ≤ e−a. Since a ≥ 0 and µ ∈W1 so that Q = 1, we deduce that a = 0.

Thus,

(25)

1
∫

0

tz dν(t) =
ν0

Ψ(z)
, ∀ℜz ≥ 0, Ψ(z) =

∏

n≥1

(1 +
z

βn
) ∈ LP1(0, 1),

from which we obtain

(26) µn = νn =
ν0

Ψ(n)
, ∀n ∈ N ; µ0 = ν0 + µ∗ ≥ ν0 =

ν0

Ψ(0)
.

For the sake of clarity of presentation, we will defer the proof of the fact that µ(x) is
continuous at x = 0 to Lemma 6 below. If µ(x) is continuous at zero, then µ(x) =
ν(x), ∀x ∈ [0, 1]. This means by (25) that

(27) ∀µ ∈W1 ∩ τ+, ∃Φ ∈ LP1(0,
1

µ0
) such that µn =

1

Φ(n)
, ∀n ∈ Z+.
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Consider an arbitrary sequence µ ∈ W ∩ τ+. Then by (14) ∃Q > 0 such

that M1/Qµ ∈ W1 ∩ τ+, and by (13) lim
n→∞

µ
1/n
n = Q. In view of (27), there exists

a Φ ∈ LP1(0,
1
µ0

) such that Q−nµn = 1/Φ(n), ∀n ∈ Z+, from which it follows that

µn = 1/(e−n log QΦ(n)), ∀n ∈ Z+. Since e−z log QΦ(z) ∈ LP1(log 1/Q, 1/µ0), Lemma 5
is proved. �

Lemma 6. The function µ(x) corresponding to µ ∈ W1 ∩ τ+ by Lemma 3 is
continuous at x = 0.

P r o o f. Using the representation (25) we first shall establish the following
property of the function ν(x) (see also [5, Ch. 5]):

(28) ν(x) =







ν0χ{1}(x), x ∈ [0, 1], if Ψ(z) ≡ 1;

ν0

x
∫

0
tδµ−1g(t) dt, x ∈ [0, 1], if Ψ(z) 6≡ 1,

where g(x) ∈ C[0, 1]. In the case Ψ(z) ≡ 1, (28) follows from

1
∫

0

tn dν(t) =

1
∫

0

tn d(ν0χ{1}(t)), ∀n ∈ Z+

and the uniqueness theorem (see [12, Ch. 7, Theorem 2, p. 129]). Similarly, if Ψ(z) =
1 + z

β1
, where by (24) β1 ≥ 2δµ > 0, we obtain

ν ′(x) =
ν0

β1
xβ1−1 = xδµ−1g(x), ∀x ∈ (0, 1],

where g(x) = ν0
β1
xβ1−δµ ∈ C[0, 1]. But if Ψ(z) has at least two zeros counting multiplic-

ities, then 1/Ψ(σ+ it) as a function of t is summable and continuous on the whole real
axis for all σ > −2δµ. Then the function

g(x) :=
1

2π

∫

R1

x−it

Ψ(−δµ + it)
dt =

x−δµ

2πi

σ+i∞
∫

σ−i∞

x−s

Ψ(s)
ds, ∀σ > −2δµ, x > 0,

is equal to zero for all x > 1 and is continuous on [0, 1] since 1/Ψ(σ + it) is summable
for all σ > −2δµ and g(0) = 0. Thus we can apply the inversion theorem for Mellin
transforms (see [16, Ch. 1, Theorem 29, p. 46]), which gives

1

Ψ(z)
= lim

λ→+∞

λ
∫

1/λ

xz−1xδµg(x) dx =

1
∫

0

xzxδµ−1g(x) dx, ∀ℜz > −δµ.
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Hence, ν ′(x) = ν0x
δµ−1g(x), ∀x ∈ (0, 1], and this proves (28) for Ψ(z) 6≡ 1. Note also

that since ν(x) is nondecreasing on [0, 1], g(x) is nonnegative on the same interval.
Thus, when Ψ(z) 6≡ 1,

(29)

1
∫

0

tzG(t) dt =
1

Ψ(z)
, ∀ℜz > −δµ, Ψ(0) = 1,

where the nonnegative function G(x) := xδµ−1g(x), x ∈ (0, 1], is summable on the
interval [0, 1].

Preliminaries aside, we now proceed to prove that µ(x) is continuous at zero;
i.e., µ∗ = µ(0 + 0) − µ(0) = 0. Suppose µ∗ > 0, and set w := 1/µ∗. Then by (21), (28)
and (29), we can write (see (15))

(30) Tµf(x) =







µ∗f(0) + ν0f(x), if Ψ(z) ≡ 1;

µ∗f(0) + ν0

1
∫

0
f(xt)G(t) dt, if Ψ(z) 6≡ 1,

where for some A > 0, f(x) ∈ C[0, A].
Let A = 4 and let R(x) := (x − 1)(x − 3) = x2 − 4x + 3 = (x − 2)2 − 1 ≥

−1, ∀x ∈ R1. We first consider the case Ψ(z) ≡ 1. We apply the following linear and
continuous changes to the positive polynomial 2 + R(x) in the neighborhood of zero
[0, ρ], ρ ∈ (0, 1/2):

ψρ(x) := (2 +R(x))χ[ρ,4](x) +
1

ρ
[(2 +R(ρ))x− 2wν0(ρ− x)]χ[0,ρ)(x), x ∈ [0, 4].

The function ψρ(x) has the value (−1)2wν0 at x = 0. Furthermore, ψρ(x) satisfies the
hypotheses of Lemma 4 with r = 1. In fact, ψρ(x) has the unique root yρ ∈ (0, ρ) on
[0, 4] and can be represented in the form

ψρ(x) = (x− yρ)hρ(x), ∀x ∈ [0, 4],

where hρ(x) ∈ C[0, 4] and hρ(x) > 0, ∀x ∈ [0, 4]. Applying the transformation Tµ to
ψρ(x), formula (30) gives us

Tµψρ(x) = −2wν0µ∗ + ν0(2 +R(x)) = ν0R(x), ∀x ∈ [ρ, 4].

Therefore, for ρ ∈ (0, 1/2), we have

S(0,4)(Tµψρ(x)) ≥ S(ρ,4)(Tµψρ(x)) = S(ρ,4)(R(x)) = 2 > r = 1,

contradicting inequality (16). This contradiction proves µ∗ = 0, and hence, in this case,
µ0 = ν0 and µ = µ0(1, 1, . . . , 1, . . .).
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Next consider the case when Ψ(z) 6≡ 1. Let

Q(x) := Ψ(2)x2 − 4Ψ(1)x + 3Ψ(0)

= Ψ(2)(x− 2
Ψ(1)

Ψ(2)
)2 + 3Ψ(0) − 4

(Ψ(1))2

Ψ(2)
> −4

(Ψ(1))2

Ψ(2)
, ∀x ∈ R1.

According to formula (25),

(Ψ(1))2

Ψ(2)
=

∏

n≥1

(
1 + 2/βn + 1/β2

n

1 + 2/βn
) =

∏

n≥1

(1 +
1

β2
n

1

1 + 2/βn
)

≤
∏

n≥1

(1 +
1

β2
n

) ≤ exp





∑

n≥1

1/β2
n



 ,

from which we obtain Q(x) + d > 0, ∀x ∈ R1, where d := 4 exp(
∑

n≥1
1/β2

n). In addition,

(29) implies that

(31)

1
∫

0

G(t) dt = 1,

1
∫

0

Q(xt)G(t) dt = R(x), ∀x ∈ R1.

We apply the following linear and continuous changes to the positive polynomial Q(x)+
d in the neighborhood of zero [0, ρ], ρ ∈ (0, 1/2):

(32) fρ(x) = (d+Q(x))χ[ρ,4](x) +
1

ρ
[(d+Q(ρ))x− dν0w(ρ− x)]χ[0,ρ)(x), x ∈ [0, 4].

Now fρ(0) = (−1)dwν0 and fρ(x) satisfies the hypotheses of Lemma 4 with r = 1.
That is, on [0, 4], fρ(x) has unique root

xρ = ρ
dν0w

dν0w + d+Q(ρ)
∈ (0, ρ),

and is represented in the form fρ(x) = (x− xρ)φρ(x), ∀x ∈ [0, 4], where the function

φρ(x) =
d+Q(x)

x− xρ
χ[ρ,4](x) +

1

ρ
[d+ dν0w +Q(ρ)]χ[0,ρ)(x), x ∈ [0, 4],

is positive and continuous. Now for x ≥ 1/2, we apply the transformation Tµ to fρ(x)
using formula (30). By (31), (32) and the fact that t ≥ 2ρ so that xt ≥ ρ,

Tµfρ(x) = −dν0wµ∗ + ν0

2ρ
∫

0

fρ(xt)G(t) dt + ν0

1
∫

2ρ

fρ(xt)G(t) dt
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= −dν0 + ν0

1
∫

0

(Q(xt) + d)G(t) dt + ν0

2ρ
∫

0

(fρ(xt) −Q(xt) − d)G(t) dt

= ν0R(x) + ν0

2ρ
∫

0

(fρ(xt) −Q(xt) − d)G(t) dt, x ∈ [1/2, 4].

By definition (32), ‖fρ(x)‖C[0,4] is bounded by the constant

max {dν0w, ‖d +Q(x)‖C[0,4]},

which is independent of ρ. As G(x) is summable on [0, 1], the equality above implies

lim
ρ↓0

‖Tµfρ(x) − ν0R(x)‖C[1/2,4] = 0.

Therefore, there exists ρ ∈ (0, 1/2) such that

S(1/2,4)(Tµfρ(x)) ≥ S(1/2,4)(R(x)) = 2.

But then
S(0,4)(Tµfρ(x)) ≥ S(1/2,4)(Tµfρ(x)) ≥ 2 > r = 1,

contradicting inequality (16), which must hold for any µ ∈ τ+ ∩W1. Thus continuity
of µ(x) at zero is proved. �

Theorem 2. For the sequence of real numbers µ = {µn}n≥0 the following
statements are equivalent:
(a) µ ∈ τ and lim

n→∞
|µn|

1/n <∞;

(b) ∃Φ ∈ LP1 such that µn = 1/Φ(n), ∀n ≥ 0 or µn = (−1)n/Φ(n), ∀n ≥ 0;
(c) µ ∈

⋃

C∈R1\{0}
τC (see (7)).

P r o o f. First note that by the definition (9), condition (a) of the Theorem
means that µ ∈ τ ∩W .

(a)⇒(b). By statement (a) of Lemma 3 for the sequence µ ∈ τ ∩W , we can
find σ1, σ2 ∈ {+1,−1}, such that σ1Mσ2µ ∈ τ+ ∩W . Then by Lemma 5, there is a
function Φ ∈ LP1 such that σ1σ

n
2µn = 1/Φ(n), ∀n ≥ 0. Hence (b) holds.

(b)⇒(c). Let Φ ∈ LP1(a, b), a ∈ R1, b ∈ R1\{0} and µn = σn/Φ(n), ∀n ∈ Z+,
where σ ∈ {+1,−1}. Then, for the sequence ν := bMσeaµ, we have

νn = b(σea)nµn =
1

Ψ(n)
, ∀n ∈ Z+,

where Ψ(z) = 1
be

−azΦ(z) ∈ LP1(0, 1). For the operator H defined by the formula
Hxn = 1

νn
xn, ∀n ∈ Z+, it is clear that

(33) Z{0}(Hp(x)) = Z{0}(p(x)), ∀p(x) ∈ P.
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Now consider an arbitrary polynomial p(x) ∈ P. Following the proof of Lemma 7.4.2
from [6, Ch. 7, pp. 167-168] we will prove that

(34) Z[0,A](p(x)) ≤ Z[0,A](Hp(x)),∀A > 0.

If the polynomial p(x) is constant, then (34) is obvious. Suppose p(x) has degree at
least 1. If p(x) has no positive roots, then (34) holds by (33) and

Z[0,A](p(x)) = Z{0}(p(x)) = Z{0}(Hp(x)) ≤ Z[0,A](Hp(x)).

Let 0 < x1 < x2 < · · · < xr < ∞, r ≥ 1, be the positive roots of p(x). Then p(x) has
the following representation

p(x) = q(x)xm0

r
∏

k=1

(x− xk)
mk , q(x) > 0, ∀x ≥ 0,

m0 ∈ Z+, mk ∈ N , 1 ≤ k ≤ r.

For α > 0, let f(x) := xαp(x). By Rolle’s theorem we have

f ′(x) = αxα−1(p(x) +
x

α
p′(x)) = αxα−1[Q(x)xm0

r
∏

k=1

[(x− yk)(x− xk)
mk−1]],

where Q(x) ≥ 0, ∀x ≥ 0, 0 < y1 < x1 < y2 < x2 < · · · < yr < xr. Hence,

Z[0,A](p(x) +
x

α
p′(x)) ≥ Z[0,A](p(x)), ∀A,α > 0.

Successive application of this operator with α = αn, 1 ≤ n ≤ N , where αn are the
zeros of Ψ(z) (see (20)), gives

Z[0,A](HNp(x)) ≥ Z[0,A](p(x)), ∀A > 0, ∀N ≥ 1,

where HNx
n = xn

N
∏

k=1
(1 + n

αk
), ∀n ∈ Z+. In these inequalities, using the compactness

of the segment [0, A] for every A > 0, it is possible to pass to the limit as N → ∞ and
obtain the required inequalities (34). This, together with (33), means bMσeaµ = ν ∈ τ1,
and hence by formula (8) we have µ ∈ τσe−a .

(c)⇒(a). If µ ∈ τC , C ∈ R1 \ {0}, then by formula (8), ν := MC−1µ ∈ τ1, and
according to definition (7) for the transformation Tν , the following inequalities hold:

(35) Z[0,A](Tνp(x)) ≤ Z[0,A](p(x)), ∀A ≥ 0, ∀p(x) ∈ P.

The change of variables in these inequalities p(x) to p∗(x) := p(−x) taking into account

Z[−A,0](Tνp(x)) = Z[0,A](Tνp(−x)) = Z[0,A](Tνp
∗(x)),
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leads to the following relations:

(36) Z[−A,0](Tνp(x)) ≤ Z[−A,0](p(x)), ∀A ≥ 0, ∀p(x) ∈ P.

In addition, inequality (35) with A = 0, together with

Z{0}(Tµp(x)) ≥ Z{0}(p(x)), ∀p(x) ∈ P ∀µ ∈ R∞,

means that

(37) Z{0}(Tνp(x)) = Z{0}(p(x)), ∀p(x) ∈ P.

Now, using (35), (36) and (37), for arbitrary A,B > 0 and p(x) ∈ P, we obtain

Z[−B,A](Tνp(x)) = Z[−B,0](Tνp(x)) + Z[0,A](Tνp(x)) − Z{0}(Tνp(x))

≤ Z[−B,0](p(x)) + Z[0,A](p(x)) − Z{0}(p(x)) = Z[A,B](p(x)).

Choosing A and B greater than the radius of that disk of the complex domain with
center at zero which contains in its interior all roots of the polynomials p(x) and Tνp(x),
we obtain ZR(Tνp(x)) ≤ ZR(p(x)). Since p(x) ∈ P is arbitrary, we conclude that
ν ∈ τ , and hence µ ∈ MC(τ) = τ . Now by part (a) of Lemma 3, for ν ∈ τ we can find
σ1, σ2 ∈ {+1,−1} such that σ1Mσ2ν ∈ τ+. In particular, this means ν0 6= 0 and ν1 6= 0.
Then inequality (36) with p(x) = x− 1 gives

0 ≤ Z[−A,0](ν1x− ν0) ≤ Z[−A,0](x− 1) = 0, ∀A ≥ 0.

Therefore the numbers ν1 and ν0 have the same sign and hence σ2 = 1. Thus by the
evident equality σ1τ1 = τ1, we have σ1ν ∈ τ+ ∩ τ1 and thus by [1, Lemma 2] for the
sequence σ1ν ∈ τ+ ∩ τ1, it is possible to find a nondecreasing bounded function ν(x) on

[0, 1] such that σ1νn =
1
∫

0
tn dν(t) ∀n ∈ Z+. Hence ν ∈W , and therefore µ = MCν ∈W ,

proving the theorem. �

The main Theorem in [1, p. 1487] is a special case of the equivalence of (b) and
(c) in Theorem 2. Since the proof in [1] was not complete it has been completed here.
The three principal differences in the proof, compared to that in [1], are the detailed
use of the analyticity of the Mellin transform of the measure µ , the elimination of its
jump at zero and the establishment of the absolute continuity of the remainder.

Finally, as an application of the foregoing results, we can solve an open problem
raised in [3, Problem 8].

Corollary 2. Let Φ ∈ LP1 and p(x) ∈ P. Then the sequence
{

1

p(n)Φ(n)

}

n≥0

∈ τ
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if and only if either the polynomial p(x) is a nonzero constant, or all its zeros are real
and negative.

P r o o f. If p(x) is a nonzero constant or all its zeros are real and negative, then
p(x)Φ(x) ∈ LP1, and the statement of corollary follows from Theorem 2.

Conversely, let

µ = {µn}n≥0 = {1/(p(n)Φ(n))}n≥0 ∈ τ.

Let σ ∈ {+1,−1} denote the sign of the leading coefficient of the polynomial p(x), and
let Φ(x) ∈ LP1(a, b), a, b ∈ R1, b 6= 0 (see (20)). Furthermore, we assume that the
zeros of Φ are enumerated in increasing order: 0 < α1 ≤ α2 ≤ · · · ≤ αn ≤ · · ·. Then
the sequence ν := σbMeaµ will also belong to τ , and

νn =
1

σp(n)Ψ(n)
, ∀n ∈ Z+, Ψ(z) :=

1

b
e−azΦ(z) =

∏

n≥1

(1 +
z

αn
) ∈ LP1(0, 1).

Since lim
n→∞

σp(n) = +∞, Ψ(n) > 0, ∀n ∈ Z+, and the number of sign changes in the

sequence νn is finite, we conclude from Lemma 3 that ν ∈ τ+. Since Ψ(n) ≥ 1, ∀n ∈ Z+,
it follows that

lim
n→∞

ν1/n
n ≤

1

lim
n→∞

(σp(n))1/n
= 1;

i.e., ν ∈ τ+ ∩W .
Let n(r), r ≥ 0, r ∈ R1 denote the number of terms in the sequence {αn}n≥0,

for which αn ≤ r, where n(r) = 0 if 0 ≤ r < α1. Then for any R > 0 (see [15, p. 271]),

log Ψ(R) =
∑

n≥1

log (1 +
R

αn
) =

∞
∫

0

log (1 +
R

x
) dn(x) = R

∞
∫

0

n(x)

x(x+R)
dx,

and thus, using the convergence of the integral
∞
∫

0

n(x)
x2 dx (see [11, Ch. 1, p. 10]) and

the nonnegativity of the function n(x), it is easy to derive that

lim
R→∞

∞
∫

0

n(x)

x(x+R)
dx = 0.

Therefore,

∀ε > 0, ∃R = R(ε) > 0 such that |Ψ(z)| ≤ Ψ(|z|) ≤ eε|z|, ∀|z| > R.

This means that Ψ(z), as well as p(z)Ψ(z), is an entire function of order at most one
and of minimal type. Since the indicator function

hA(x)(φ) := lim
R→∞

log |A(Reiφ)|

R
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of an entire function A(x) of exponential type does not exceed its type, we have
hp(x)Ψ(x)(φ) ≤ 0, ∀φ ∈ [0, 2π]. This, together with the well-known property of the
indicator function

(38) hA(x)(φ) + hA(x)(π + φ) ≥ 0, ∀φ ∈ [0, 2π]

(cf. [11, Sec. 16, p. 53]) gives hp(x)Ψ(x)(φ) = 0, ∀φ ∈ [0, 2π]. Hence,

lim
n→∞

ν1/n
n =

1

lim
n→∞

[(σp(n))1/ne
log Ψ(n)

n ]
= 1,

and by Lemma 3, lim
n→∞

ν
1/n
n = 1, i.e., ν ∈ W1 ∩ τ+. Now, using Lemma 5, we can find

F ∈ LP1(0,
1
ν0

) such that νn = 1
F (n) , ∀n ∈ Z+. Then

(39) F (n) = p(n)Ψ(n), ∀n ∈ Z+.

Since F ∈ LP1(0,
1
ν0

), its indicator function, as well as the indicator function of Ψ,
equals 0 at every point in [0, 2π]. Now, using properties of indicator functions [11,
(1.65), (1.66), pp. 51-52] and (38), we obtain that the entire function F (x)− p(x)Ψ(x)
has zero indicator function and is of order at most one and of minimal type. Therefore
by (39), Carlson’s theorem is applicable [11, p. 168], so that

p(z)Ψ(z) ≡ F (z),

and consequently, the polynomial p(x) is either a nonzero constant or has only real
negative roots. This completes the proof of the Corollary. �
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