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ON THE ZEROS OF THE SOLUTIONS TO NONLINEAR  
HYPERBOLIC EQUATIONS WITH DELAYS

Z. A. Petrova*, D. P. Mishev

A b s t r a c t . We consider the nonlinear hyperbolic equation with delays

u x y  +  A u X y ( x  -  С Г ,  у  -  т )  +  c ( x ,  у , U , U x , U y )  =  /(ж, у ) .

We obtain sufficient conditions for oscillation of the solutions of problems of 
Goursat in the case, where A > 0.

1. Introduction
Oscillation theory for hyperbolic equations and especially with deviating argu
ments is still in initial stage. In [12] Yoshida pointed out that characteristic initial 
value problems for hyperbolic equations were considered in [1] — [4], [10, 11] and 
forced oscillations of solutions to hyperbolic equations were investigated by Kreith 
et al. [3] and Mishev [5].

Many results in the oscillation theory for equations with deviating arguments 
are similar to the respective results for equations without deviating arguments 
following the same ideas. In this paper we use the method due to Yoshida [12] 
to obtain the analogue of his result in the case with deviations. More exactly, we 
adapt the obtained there sufficient conditions in such a way that under them every 
solution to certain characteristic initial value problems for hyperbolic equations
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with constant deviations has a zero in bounded domains defined as in [12]. We 
also mention that this method leads to sufficient conditions for nonexistence of 
positive and monotonically increasing in every argument solutions as well as which 
are negative and monotonically decreasing in every argument solutions in certain 
sets if — 1 < A < 0 (see [7]).

We consider the following characteristic initial value problem

(1) uXy(x, у ) + \uXy(x -  а, у -  t ) +  c{x, y, u, ux,uy) =  f ( x ,  у) ,  X >  0, у >  0,

/2ч и(х,у) =р(х,у),  V (х,у) е Si ≡  [-сг,оо) X [—т, 0],
и(х, у) = q(x, у), V (ж, у) Е S2 ≡ [—er, 0] х [—г, оо),

where А, о and т are nonnegative numbers. We define

Qp =  {x > 0, у > 0 : Lx  +  k2L~ly > L p }
Q(tl , £2] — {x > 0, у > 0 : Lt\  < Lx  +  k2L~ly < Lt2 },

where p and t\ < t2 are nonnegative numbers and к and L are positive numbers. 
We state the conditions (H):

HI. c(x, y, £, ??, C) e C(Qp  X R3, R);
H 2∙ f (x ,y )  € C(QP,R); p (x ,y ), q(x,y) E C^R^R);
H3. p(x,y) = q{x, y) V (x,y) Е [-<7,0] x [-r,0];
H4. £c(x, y, £, V, 0  ≥ 0 V (ж, у, £, г?, () E х R 3.

For every solution гл E D(Qp) ≡ C2(QP) ∩ (71(Qp) to (1) we define

(3) wn(t) =  w(£) +  A wd(t),

(4) where ги(£) = t~l f  L2k~2(t — £))d£,
J  о

(5) wd(i) = [  u(£ -  <7, L2k~2(t -  0  -
Jo

and W∏(t,t) =  twn(t) + (wn(t) + twfn(t))(t — i)

(6) +  {t -  s) (j4(∙s) +  L2k~2q'n{L2k~2s)

+ L2k~2 j  f  (!;, L2k~2(s — £))d£jds,

(7) where pn(t) = p(t, 0) + — cr, —r)
(8) and qn(L2k~2t) = q(0, L2k~2t) + \q (—a, L2k~2t — t ).
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We continue the introduction with the geometrical interpretation of all the 
above sets and the functions w(t) and Wd(t). This interpretation will be done in 
three steps:

I description of the sets Qp and
II interpretation of the functions w(t) and Wd(t);
II I  explanation of the link between the set and the functions w(t)

and Wd(t).
We deal with the family of lines:

(9) It : у =  L2k~2(t — x), t >  0.

R em ark  1. In fact, the equation of Descartes (9) shows that this is a family 
of lines of level, which depends on the parameter t . Moreover, a bigger parameter 
corresponds to a

(10) higher line. In other words, if 0 < t\ < t%
(11) then the line ltx : у =  L2k~2{t\ — x)
(12) is above the line lt2 : у =  L 2k~2(t2 — x).

R em ark  2. Now we are ready to describe the defined here sets. Let

A t = lt ∩ O x and B t = lt ∩ O y.

Then the set Qp is the part of the first quadrant, which is above the line ApB p.
Also, the set is the union of the open trapezoid A ^ A ^ B ^ B ^  and the
open segment A t2B t2.

We continue with the second step. The family of lines (9) could be paramet
rized in the following way:

/-.ox 7 . ∕  ж = £> С е ( oo,“Ьоо)
(13) h ∙ \  y = L 4 ~ H t - 0 .

Obviously, (13) leads to the following parametrization of the segment AtB t:

A TD . J X ~  ^ [0? t\
(14) A‘B‘ ■ \ y  = L4-\t - i).
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The comparison between (14) and (4) gives us that the function w(t) is an average 
of the solution u(x,y)  on the segment AtB t . The function Wd(t) is an average of 
the same solution on the segment

r n ∙ f x = Z ~ a' Z €
(15) CuDt∙ - \ v  = L4- Ht - o- r ,
where the points Dt* and Ct* correspond to the values 0 and t respectively, i. e. 

Ct* ( -  СГ, L2k~2t - t ) = lt* f ] { y  = -  t }

and Dt* (t — a, — r) =  It* =  — cr}.

(16) This segment is on the line It* : у =  L2k~2(t* — ж),
(17) where £* = t — a — L~2k2r = t — a — 6*, 0* =  L~2k2r.
(18) Let us define the function 6(t) =  t — 0*, which is concerned with Ct*∙

R em ark  3. Since £ > 0 ; c t > 0 ; t > 0 ; L > 0  and к > 0; then (17) leads to

(19) t* < t,

which is a particular case of (10). Hence, the line It is always above the line It* 
according to Remark 1.

We pass to the third step of the geometrical interpretation, i. e. we shall in
vestigate the link between the function wn(t) and the set Q(£i, £2]. More precisely, 
we are interested if the open segments AtB t and Ct*Dt* lie in

We apply all of the above remarks to conclude that the condition:

(20) 0 < ti < t < t2

guarantees both that the open segment AtB t is in and that the open
segment At2B t2 is above the open segment At*Bt*. In fact, the combination of 
our conjecture (20) and the inequality (19), which is always fulfilled according to 
Remark 3 leads to

( 2 1 )  0  <  U  <  t  <  t 2 .

(22) Hence, we do not know previously if 0 < t\ < £*

and we should suppose (22) additionally to be sure that the open segment At*Bt* 
is above the open segment AtlB tl . Let us rewrite (22) taking in attention (17):

(23) 0 < £ i  < t  — a — L~2k2r ,
(24) which is equivalent to the following inequality : 0 < t\ < £,
(25) where t\ =  t\ +  a +  L~2k2r  =  t\ +  a +  6*.
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We extract the above considerations in a special remark, which will be applied 
in the next section essentially. More exactly, the nonnegative numbers t\ < £2 

will be fixed but arbitrary in the second section.

R em ark  4. Let

(26) 0 < t\ < t < £2.

Then the open segments A tB t and lie in

We denote by Ut and Vt the points on the line It, which correspond to the 
values a and 0(t). We do not know in general if

(27) a € [О,*]
(28) and 6(t) E [0,£]

but we shall prove the following lemma taking in attention Remark 4.

Lem m a 1. If  (26) is fulfilled then (27) and (28) are also fulfilled.

Pr oof .  We replace (25) in (26):

(29) 0 ^  t\ -\- о -\- 0* ^  t ^  £2*

Every addend in the left hand side of (29) is nonnegative:

(30) > 0, 0  > 0 and 0* > 0.

Hence, the first conclusion of the simultaneous consideration of (29) and (30) is

0 < о < £,

which is just (27). The second one is concerned with (18) also:

(31) O < t i < t - 0 * < t

and then (28) follows from (31) immediately. □

Definition 1. We say that the function cp(t) is oscillating when t 00; if 
there exists a sequence such that

(32) lim tn =  00 and <p(tn) =  0.
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Definition 2. We say that the function cp(t) is eventually  positive (^even
tually  negative^ if there exists с =  const such that

(33) (p(t) > 0 (<p(t) < 0) V t E [c, oo).

R em ark  5. In fact, we use the obvious fact that if there is a constant с 
such that f( t)  changes its sign infinitely many times when t E [c, oo) and f(t)  E 
C([c, oo), R), then the function f(t)  is oscillating.

R em ark  6. Since in all the bellow our results are for the classical solutions 
of concrete problems, then the solutions are only of the mentioned three types. It 
means that it is enough to show that an equation has nor eventually positive nei
ther eventually negative solutions to establish that it has only oscillating solutions.

Here this is possible only in the cases, where A > 0. We especially underline 
that the paper of Yoshida [12] is devoted to the situation A = 0. Our present 
publication is a generalization of Yoshida [12]. More exactly, the similar results 
in [12] follow directly from all in the bellow.

Obviously,

(34) twn{t) =  I\(t) +  \E \( t)  +  I 2 (t) +  J3(t) + А£?з(£),

(35) where Ii(t) =  f  u{^,L2k~2{t — £))d£,
J  0

(36) Ei (t) = Г  p(Z -  a, L2k~2 ( t - O -  r)de,
Jo
r0(t)

(37) I2(t)=  (u { ^ L 2k~2{ t - i ) )  + \ u { i - a , L 2k~2{ t - i ) - T ) ) d ^
J CT

(38) h { t ) =  f  u { ^ L 2k~2{ t - 0 ) d i
Jo(t)

(39) and Es(t) =  [  q(£ — cr, L2k~2(t — £) — r)d£.
Jo(t)

Lemma 1 guarantees that the integrals /i(£), h i t )  and Is(t) are linear integrals 
on the segments AtUt, UtVt and VtBt respectively, which are inside the first 
quadrant. Similarly, the integrals E\{t) and Es(t) are linear integrals on the 
segments and Ct*At*, which are outside of the first quadrant.
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2. M ain R esu lts
The present results illustrate the important role of the function Wn(ti , t2).

Theorem 1. Suppose that A > 0 as well as the conditions (H) hold. Let t\ 
be a number with t \ >  p and и E D(Qp) be a solution to the problem (1), (2). If  
there is a number t2 > £1 such that

(40) Wn(tu t2) ≤ 0 ,
(41) E\(t2) ≥ 0 and Es(t2) ≥ 0

then the solution и is not positive in Q(ti , t2].

Pr oof .  Assume to the contrary, i. e. that:

(42) 3£2 >£i:  Wn(ti , t2) < 0
(43) and that u(x,y) > 0  V (ж, y) E Q(£i,£2]

holds for the same £1 and £2. The proof consists of two parts. We prove that

(44) t2wn(t2) > 0 

in the first part. Then we prove that

(45) t2wn(t2) < И^(£1,£2) 

in the second one.
We obtain the needed contradiction since the simultaneous consideration of 

(42), (44) and (45) leads to the impossible inequalities:

(46) 0 < t2wn(t2) < И^(£1,£2) < 0.

□
Let us begin with the first part, i. e. let us assume that (43) is fulfilled.

Lemma 2. Let all the conditions of Theorem 1 be satisfied as well as the 
inequality (43)- Then (44) holds.

Pr oof .  Since (43) holds, then together with Remark 4 and Lemma 1 we

(47) conclude that u ( ^ L 2k~2(t2 — £)) > 0 V £ E [0, £2]
(48) and u(£ — с , L2k~2(t2 — £) — r)) > 0 V £ E [cr, 6(t2)].
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First, we combine (47) and (48) with (35), (37) and (38): / 1( 2̂) +  ̂ 2 (̂ 2) +  ̂ 3 (̂ 2) =

rt2 rO(t 2 )
(49) =  ∕  «(£, L 2k~2(t2 -  0 )de  + A ∕  u(£ -  a, L2AT2(i2 -  0  -  r)d£ > 0.

JO Ja

Further, we replace (49) and (41) in (34) in the particular case, where t =  t2 to 
establish (44). □

Then we continue with the second part.

Lem m a 3. Let the conditions (H) be satisfied and let the function и be a 
solution of the problem (1), (2). Then

(twn(t))" = pfn(t) +  L2k - 2qfn(L2k-H)  +

(50) + L 2k~2 [  (uxy(£,L2k~2(t -  £)) + \ u xy{t, -  a ,L 2k~2(t -  £) -  r)) d£.
Jo

Lem m a 4. Let all the conditions of Theorem 1 hold and let the function и 
be a positive solution of the problem (1), (2) in Q (t \ , t2[. Then (45) is fulfilled.

Pr oof .  First, we apply the condition H4 to (43) and establish that

(51) c(x, y, £, ??, C) > 0 V (X, у) E Q (ti , t2].

Secondary, we apply (51) to (1):

U XIд е ,  L2k~2(t -  0 )  +  л u x y { i  -  a ,  L2k~2(t -  0  -  r )  ≤  / ( £ ,  L2k~2(t -  0 ) ,

i.e.

(52) (twn(t))" < p'n(t) + L2k~2q'n(L2k~2t) + L2k~2 [  /(£, L2k~2(t -  £))d{
Jo

because of Lemma 3. Further, we integrate two times the above inequality. □

T heorem  2. Suppose that A > 0 as well as the conditions (H) hold. Let t\ 
be a number with t\ > p and и E D(Qp) be a solution to the problem (1), (2). If  
there is a number t2 > t\ such that

(53) Wn(tu t2) ≥ 0 ,
(54) Ei(t2) < 0 and Es(t2) < 0

then the solution и is not negative in Q (ti , t2].
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Pr oof .  Assume to the contrary, i. e. that:

3 t 2 >ti:  Wn(ti , t2) > 0  and u(x,y) < 0 V (x,y) E Q (h , t2]

holds for the same ti and t2. This time we establish that:

1. t2wn(t2) < 0  and 2. t2wn(t2) > W n(ti , t2)

to obtain a contradiction. □

T heorem  3. Suppose that A > 0 as well as the conditions (H) hold. Let t\ 
be a number with t\ > p and и E D(Qp) be a solution to the problem (1), (2). If  
there is a number t2 > t\ such that

(55) Wn(tu t2) = 0,
(56) E i(t2) = Ez(t2) =  0,

then the solution и has a zero in Q (t\ , t2\.

Pr oof .  Everything here follows from Remark 6 and the above two theorems. 
Really, the condition (55) satisfies both (40) and (53). Also, the condition (56) 
satisfies both (41) and (54). Hence, we could apply Theorems 1 and 2. These 
theorems make us sure that the problem (1), (2) has nor positive solution in 
Q(£i ,£2] neither negative solution in Finally, we apply Remark 6 to
finish the proof. □

T heorem  4. Suppose that A > 0 as well as the conditions (H) and

(57) p(x,y) = q(x,y) ≡ 0, V (ж,у) G Si ( J S 2

are satisfied. Let t\ be a number with t\ > p and и E D(Qp) be a solution to 
the problem (1), (2). If  there is a number t2 > t\ such that (55) holds then the 
solution и has a zero in Q(t \ , t2].

Pr oof .  Since (57) guarantees that the functions p(x, y) and q(x,y) satisfy 
(56), then the present theorem is true because it is a particular case of the previous 
one. □

T heorem  5. Suppose that A > 0 and (H) are fulfilled and let there exist two 
sequences {rm}^=1 and {вт} ^ =1 such that

(58) lim rm =  +  oo and lim 0m =  +  oo,
m — oo m — oo
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which satisfy the following conditions:

(59) E 1(6m) = E 3(6m) = 0,
(60) 0т>т~т, where тт = тт + a + 6*
(61) and Wn(rm,em) =  0

V m  E N. ТЛеп even/ solution и E D(Qp) to the problem (1), (2) is oscillating
in Qp.

Pr oof .  Since all the conditions of Theorem 3 are fulfilled in the particular 
case, where

t\ =  тт and t2 =  6m V m  E N

then the solution и has a zero in Q(rm, 0m\ V m E N. In fact, the last one means
just that the function и is oscillating. □

T heorem  6. Let A > 0. Assume the conditions (H) hold as well as the
condition

(62) E 1(t) = E3(t)=  0 V t >  0.

Then every solution и E D(Qp) to the problem (1), (2) is oscillating in Qp if

(63) liminf [  (1 -  (s/t)) (p'n{s) +  L 2k~2q'n(L2k~2s) +t—УОО Jj

+  L 2k~2 [  f ( ^ L 2k~2( s - 0 ) d 0 d s =  -  oo and
Jo

(64) limsup f  (1 -  (s/t)) (p'n(s) + L2k~2q'n(L2k~2s) +
t —)■ oo J t

+  L 2k~2 f f ( Z , L 2k~2(s -  Z))dt)ds =  + 0 0  
Jo

for all large T.

Pr oof .  The hypotheses give us that for every arbitrary fixed first argument £* 
of Wn(t, t) there exist two second arguments £*i and £*2 in which this continuous 
function of two arguments has opposite signs. Consequently, from the well known 
theorem there exists a number £* between £*i and £*2 such that Wn(t*,t*) =  0 
and we apply Theorem 5. □
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