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LOCAL ENERGY DECAY IN EVEN DIMENSIONS
FOR THE WAVE EQUATION WITH A TIME-PERIODIC

NON-TRAPPING METRIC AND APPLICATIONS
TO STRICHARTZ ESTIMATES

Yavar Kian

Communicated by V. Petkov

Abstract. We obtain local energy decay as well as global Strichartz es-
timates for the solutions u of the wave equation ∂2

t u − divx(a(t, x)∇xu) =
0, t ∈ R, x ∈ Rn, with time-periodic non-trapping metric a(t, x) equal to
1 outside a compact set with respect to x. We suppose that the cut-off
resolvent Rχ(θ) = χ(U(T, 0) − e−iθ)−1χ, where U(T, 0) is the monodromy
operator and T the period of a(t, x), admits an holomorphic continuation to
{θ ∈ C : Im(θ) > 0}, for n > 3 , odd, and to {θ ∈ C : Im(θ) > 0, θ 6=
2kπ − iµ, k ∈ Z, µ > 0} for n > 4, even, and for n > 4 even Rχ(θ) is
bounded in a neighborhood of θ = 0.

1. Introduction. Consider the Cauchy problem

(1.1)

{

utt − divx(a(t, x)∇xu) = 0, (t, x) ∈ R × R
n,

(u, ut)(s, x) = (f1(x), f2(x)) = f(x), x ∈ R
n,
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where the perturbation a(t, x) ∈ C∞(Rn+1) is a scalar function which satisfies the
conditions:

(1.2)
(i) C0 > a(t, x) > c0 > 0, (t, x) ∈ R

n+1,
(ii) there exists ρ > 0 such that a(t, x) = 1 for |x| > ρ,
(iii) there exists T > 0 such that a(t+ T, x) = a(t, x), (t, x) ∈ R

n+1.

Throughout this paper we assume n > 3. Let Ḣγ(Rn) = Λ−γ(L2(Rn)) be the
homogeneous Sobolev spaces, where Λ =

√
−∆x is determined by the Laplacian

in R
n. The solution of (1.1) is given by the propagator

U(t, s) : Ḣγ(R
n) ∋ (f1, f2) = f 7→ U(t, s)f = (u, ut)(t, x) ∈ Ḣγ(R

n)

where Ḣγ(R
n) = Ḣγ(Rn)× Ḣγ−1(Rn). Our goal in this paper is to establish that

for cut-off functions ψ1, ψ2 ∈ C∞
0 (|x| 6 ρ+1) , we have local energy decay having

the form

(1.3) ‖ψ1U(t, s)ψ2‖L(Ḣ1(Rn)) 6 Cψ1,ψ2p(t− s), t > s,

with p(t) ∈ L1(R+). For this purpose, we assume that the perturbation associ-
ated to a(t, x) is non-trapping. More precisely, consider the null bicharacteristics
(t(σ), x(σ), τ(σ), ξ(σ)) of the principal symbol τ2 − a(t, x)|ξ|2 of ∂2

t − divx(a∇x)
satisfying

t(0) = t0, |x(0)| 6 R1, ξ(0) = ξ0, τ2(σ) = a(t(σ), x(σ))|ξ(σ)|2 .
It is known that for ξ0 6= 0, the null bicharacteristics can be parametrized
with respect to t and they can be defined for t ∈ R (see [10]). We denote by
(t, x(t), τ(t), ξ(t)) the bicharacteristic (t(σ), x(σ), τ(σ), ξ(σ)) parametrized with
respect to t. We introduce the following condition

(H1) We say that the metric a(t, x) is non-trapping if for all R > R1 there exists
T (R,R1) > 0 such that |x(t)| > R for |t− t0| > T (R,R1).

The non-trapping condition (H1) is necessary for (1.3) since for some trapping
perturbations we may have solutions with exponentially increasing local energy
(see [6]). On the other hand, even for non-trapping periodic perturbations some
parametric resonances could lead to solutions with exponentially growing local
energy (see [5] for the case of time-dependent potentials). To exclude the existence
of such solutions we must impose a second hypothesis. Let
ψ1, ψ2 ∈ C∞

0 (Rn). We define the cut-off resolvent associated to problem (1.1) by

Rψ1,ψ2(θ) = ψ1(U(T, 0) − e−iθ)−1ψ2.

Consider the following assumption.
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(H2) Let ψ1, ψ2 ∈ C∞
0 (Rn) be such that ψi = 1 for |x| 6 ρ + 1 + 3T, i = 1, 2.

Then the operator Rψ1,ψ2(θ) admits a holomorphic continuation from {θ ∈
C : Im(θ) > A > 0} to {θ ∈ C : Im(θ) > 0}, for n > 3, odd, and to
{θ ∈ C : Im(θ) > 0} for n > 4, even. Moreover, for n even, Rψ1,ψ2(θ)
admits a continuous continuation from {θ ∈ C : Im(θ) > 0} to {θ ∈ C :
Im(θ) > 0, θ 6= 2kπ, k ∈ Z} and we have

lim sup
λ→0

Im(λ)>0

‖Rψ1,ψ2(λ)‖ <∞.

We like to mention that in the study of the time-periodic perturbations of the
Schrödinger operator (see [3]) the resolvent of the monodromy operator (U(T )−
z)−1 plays a central role. Moreover, the absence of eigenvalues z ∈ C, |z| = 1 of
U(T ), and the behavior of the resolvent for z near 1, are closely related to the
decay of local energy as t → ∞. So our results may be considered as a natural
extension of those for Schrödinger operator. On the other hand, for the wave
equation we may have poles θ ∈ C, Im(θ) > 0 of the resolvent Rψ1,ψ2(θ), while
for the Schrödinger operator with time-periodic potentials a such phenomenon is
excluded.

Many authors have investigated the local energy decay as well as L2 inte-
grability for the local energy of wave equations. The results of microlocal analysis
concerning the propagation of singularities make possible to improve many re-
sults of local energy decay. Tamura also established several results about the
local energy decay (see [23], [24], [25], [26]). Assume n = 3 and let V (t, x) satisfy
the conditions

(i) V (t, x) is non-negative and C1 with uniformly bounded derivative,
(ii) there exists ρ > 0 such that V (t, x) = 0 for |x| > ρ,

(iii) ∂tV (t, x) = O
t→+∞

(t−α) for a 0 < α 6 1, uniformly in x.

Then, in [26] Tamura shows that the local energy of the solution of the wave
equation

∂2
t − ∆xu+ V (t, x)u = 0,

decreases exponentially. In [23], Tamura also obtains a decay of the local energy
associated to (1.1), when the metric a(t, x) is independent of t and admits a
discontinuity, by applying arguments similar to the those used in [18].

By using the compactness of the local evolution operator, deduced from a
propagation of singularities, and the RAGE theorem of Georgiev and Petkov (see
[7]), Bachelot and Petkov show in [1] that in the case of odd dimensions, the decay
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of the local energy associated to the wave equation with time periodic potential
is exponential for initial data with compact support included in a subspace of
finite codimension.

In [27] and [28], Vainberg proposed a general analysis of problems with
non-trapping perturbations investigating the asymptotic behavior of the cut-off
resolvent. Using the same approach, Vodev has established in [30] and [31] that,
for non-trapping perturbation a(x) and for n > 4 even, we have (1.3) with p(t) =
t1−n.

Notice that all these results are based on the analysis of the Fourier
transform with respect to t of the solutions. Since the principal symbol of
∂2
t − divx(a(t, x)∇x·) is time dependent, we can not use this argument for (1.1).

To obtain (1.3), we use the assumption (H2). For n > 3, odd, we obtain
an exponential decay of energy with p(t) = e−δt, δ > 0. For n > 4 even, it is more
difficult to prove (1.3) and we use the results of Vainberg for non-trapping, time-
periodic problems. In [29] Vainberg proposed a general approach to problems
with time-periodic perturbations including potentials, moving obstacles and high
order operators, provided that the perturbations are non-trapping. The analysis
in [29] is based on the meromorphic continuation of an operator R(θ) introduced
in Section 2. In order to obtains (1.3) for n > 4 even, we will establish the link
between Rψ1,ψ2(θ) and the operator R(θ). Our main result is the following

Theorem 1. Assume (H1) and (H2) fulfilled and n > 4 even. Let
χ1, ψ1 ∈ C∞

0 (|x| 6 ρ+ 1). Then, for all s 6 t, we have

(1.4) ‖χ1U(t, s)ψ1‖L(Ḣ1(Rn)) 6 Cp(t− s),

where C > 0 is independent of t, s and p(t) is defined by

p(t) =
1

(t+ 1) ln2(t+ e)
.

Let U0(t) be the unitary group on Ḣ1(R
n) related to the Cauchy problem

(1.1) for the free wave equation (a = 1 and τ = 0). For b > ρ denote by P b+ (resp
P b−) the orthogonal projection on the orthogonal complements of the Lax-Phillips
spaces

Db
± = {f ∈ Ḣ1(R

n) : (U0(t)f)1(x) = 0 for |x| < ±t+ b}.

Set Zb(t, s) = P b+U(t, s)P b−. Then, for n odd, the resonances of the problem (1.1)
coincide with the eigenvalues of the operator Zb(T, 0) and the condition (H1)
guarantees that the the spectrum σ(Zb(T, 0)) of Zb(T, 0) is formed by eigenvalues
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zj ∈ C with finite multiplicities. Moreover, these eigenvalues are independent of
the choice of b > ρ (see for more details [18] for time-periodic potentials and
moving obstacles). Consider the following assumption

(H3)

σ(Zb(T, 0)) ∩ {z ∈ C : |z| > 1} = ∅.

In [10], we have established global Strichartz estimates for n > 3 odd,
assuming that (H1) and (H3) are fulfilled. More precisely, (H1) and (H3) imply
that for n > 3 odd and for 2 6 p, q < +∞ satisfying

(1.5) p > 2,
1

p
= n

(

1

2
− 1

q

)

− 1, and
1

p
<
n− 1

2

(

1

2
− 1

q

)

,

the solution u(t) of (1.1), for s = 0 and f ∈ Ḣ1(R
n), satisfies the estimate

(1.6) ‖u(t)‖Lp
t (R+,L

q
x(Rn)) + ‖u‖L∞

t (R+,Ḣ1(Rn)) + ‖ut‖L∞

t (R+,L2(Rn))

6 C(ρ, T, n, p, q)(‖f1‖Ḣ1(Rn) + ‖f2‖L2(Rn)).

Moreover, in [10], it has been proved that for n > 3, for 2 6 p, q < +∞ satisfying

(1.7)
1

p
= n

(

1

2
− 1

q

)

− 1 and
1

p
<
n− 1

2

(

1

2
− 1

q

)

,

for the solution u of (1.1) we have the following local estimate

(1.8) ‖χu‖Lp
t ([s,s+δ],Lq

x(Rn)) 6 C‖f‖Ḣ1(Rn)

with C, δ > 0 independent of f and s, and χ ∈ C∞
0 (Rn). Applying (1.4), we

show that the estimates (1.6) remain true for even dimensions and we obtain the
following

Theorem 2. Assume n > 3 and let a(t, x) be a metric such that (H1)
and (H2) are fulfilled. Let 2 6 p, q < +∞ satisfy conditions (1.5). Then for the
solution u(t) of (1.1) with s = 0 and f ∈ Ḣ1(R

n) we have the estimate

(1.9) ‖u(t)‖Lp
t (R+,L

q
x(Rn)) + ‖u‖L∞

t (R+,Ḣ1(Rn)) + ‖ut‖L∞

t (R+,L2(Rn))

6 C(p, q, ρ, T )(‖f1‖Ḣ1(Rn) + ‖f2‖L2(Rn)).

The results of Theorem 2 have been exploited in [11] to prove the existence
of local weak solutions of semilinear wave equations for small initial data and long
time intervals.
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Notice that the estimate

(1.10) ‖ψ1U(NT, 0)ψ2‖L(Ḣ1(Rn)) 6
Cψ1,ψ2

(N + 1) ln2(N + e)
, N ∈ N,

implies (1.3). On the other hand, if (1.10) holds, the assumption (H2) for n even
is fulfilled. Indeed, for large A >> 1 and Im(θ) > AT we have

Rψ1,ψ2(θ) = −eiθ
∞
∑

N=0

ψ1U(NT, 0)ψ2e
iNθ

and applying (1.10), we conclude that Rψ1,ψ2(θ) admits a holomorphic continua-
tion from
{θ ∈ C : Im(θ) > A > 0} to {θ ∈ C : Im(θ) > 0}. Moreover, Rψ1,ψ2(θ) is
bounded for θ ∈ R. In Section 4, we give some examples of metrics a(t, x) such
that (1.10) is fulfilled.

Acknowledgements. The author would like to thank Vesselin Petkov
for his precious help during the preparation of this work, Jean-François Bony for
his remarks and the referee for his suggestions.

2. Equivalence of (H2) and (H3) for odd dimensions. In this
section, we assume that (H1) is fulfilled and our purpose is to prove that for n
odd the assumptions (H2) and (H3) are equivalent. We start by recalling some
properties of the operators Zb(t, s) and U(t, s).

Proposition 1. For all s, t ∈ R, we have

(2.1) U(t+ T, τ + T ) = U(t, τ).

Applying (2.1), we get

U((N + 1)T,NT ) = U(T, 0), N ∈ N.

and it follows (U(T, 0))N = U(NT, 0), N ∈ N. From now on, we set U(T ) =
U(T, 0).

Proposition 2. Assume n > 2 and let a(t, x) satisfy (1.2). Then, we get

(2.2) ‖U(t, s)‖L(Ḣ1(Rn)) 6 CeA|t−s|,

where

A =
∥

∥

∥

at
a

∥

∥

∥

L∞(R1+n)
.
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Proposition 3. Assume n > 3 odd and (H1) fulfilled. Then, for all b > ρ
the eigenvalues of Zb(T, 0) are independent of the choice of b and for all b > ρ
there exists T1(b) such that for all t, s ∈ R satisfying t− s > T1(b), Z

b(t, s) is a
compact operator on Ḣ1(R

n).

Proposition 4. Assume n > 3 odd. Then, for all 0 < ε < b and all
χ ∈ C∞

0 (|x| 6 b− ε) we have

(2.3) χP±
b = P±

b χ = χ.

We refer to [10] and [20] for the proof of all these properties.

Proposition 5. Let ψ ∈ C∞
0 (Rn) be such that ψ = 1 on |x| 6 ρ+

1

2
+ T .

Then, we get

(2.4) U(T ) − U0(T ) = ψ(U(T ) − U0(T )) = (U(T ) − U0(T ))ψ.

P r o o f. Let f ∈ Ḣ1(R
n) and let v be the function defined by (v(t), vt(t)) =

U(t, 0)(1 − ψ)f . The finite speed of propagation implies that, for all 0 6 t 6 T

and |x| 6 ρ+
1

2
, we have v(t, x) = 0. Also, we find

(2.5) ∆x = divx(a(t, x)∇x), for |x| > ρ

and we deduce that v is the solution, for 0 6 t 6 T , of the problem
{

vtt − ∆xv = 0,
(v, vt)(0, x) = (1 − ψ(x))f(x).

It follows

(2.6) (U(T ) − U0(T ))(1 − ψ) = 0.

Let u and v be functions defined by (u(t), ut(t)) = U(t, 0)f and (v(t), vt(t)) =
U0(t)f with f ∈ Ḣ1(R

n). Applying (2.5), we deduce that (1 − ψ)u is a solution
of

{

∂2
t ((1 − ψ)u) − ∆x(1 − ψ)u = [∆x, ψ]u,

((1 − ψ)u, ∂t((1 − ψ)u)))(0, x) = (1 − ψ(x))f(x)
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and (1 − ψ)v is a solution of the problem
{

∂2
t ((1 − ψ)v) − ∆x(1 − ψ)v = [∆x, ψ]v,

((1 − ψ)v, ∂t((1 − ψ)v)))(0, x) = (1 − ψ(x))f(x).

Then, we have

(2.7) (1 − ψ)(U(T ) − U0(T )) = 0.

Combining (2.6) and (2.7), we obtain (2.4). �

Theorem 3. Assume n > 3 odd and (H1) fulfilled. Let ψ ∈ C∞
0 (|x| 6

ρ+ T + 1) be such that ψ = 1 for |x| 6 ρ+
1

2
+ T . Let σ(Zρ(T )) be the spectrum

of Zρ(T, 0). Then the eigenvalues λ ∈ σ(Zρ(T )) \ {0} of Zρ(T, 0) coincide with
the poles of ψ(U(T ) − z)−1ψ.

P r o o f. Following Proposition 3, we need to show this equivalence only
for Zb(T ) with b > ρ. Set b = ρ + 2 + T and write Z(T ), P+, P− instead of
Zb(T ), P b+, P b−. In the same way, write Z0(T ) instead of Zb0(T ) = P b+U0(T )P b−.
Proposition 3 implies that the spectrum σ(Z(T )) of Z(T ) consists of eigenvalues
and (Z(T ) − z)−1 is meromorphic on C \ {0} (see also Chapter V of [20]). For
|z| > ‖U(T )‖ > ‖Z(T )‖, we have

ψ(Z(T ) − z)−1ψ = −
∞
∑

k=0

ψ(Z(T ))kψ

zk+1
.

The properties of Zb(T ) (see [10]) imply that, for |z| > ‖U(T )‖ > ‖Z(T )‖, we
have

ψ(Z(T ) − z)−1ψ = −
∞
∑

k=0

ψP+(U(kT ))P−ψ

zk+1
.

Since b > ρ + T + 1 and ψ ∈ C∞
0 (|x| 6 ρ + T + 1), applying (2.1) and (2.3), we

get

(2.8) ψ(Z(T ) − z)−1ψ = −
∞
∑

k=0

ψ(U(T ))kψ

zk+1
= ψ(U(T ) − z)−1ψ.

Formula (2.8) implies that ψ(U(T ) − z)−1ψ is meromorphic on C \ {0} and the
poles of ψ(U(T )−z)−1ψ are included in the set σ(Z(T ))\{0}. We will now show
the inverse. Set

W (T ) = Z0(T ) − Z(T ) = P+(U0(T ) − U(T ))P−.
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Applying (2.3) and (2.4), we deduce

(2.9) W (T ) = ψV (T )ψ, with V (T ) = U0(T ) − U(T ).

Next, let z ∈ C be such that |z| > ‖U(T )‖. We have

(Z(T ) − z)−1(Z0(T ) − Z(T ))(Z0(T ) − z)−1 = (Z(T ) − z)−1 − (Z0(T ) − z)−1,

and we get

(2.10) (Z(T )−z)−1 = (Z(T )−z)−1(Z0(T )−Z(T ))(Z0(T )−z)−1+(Z0(T )−z)−1.

Also, we obtain

(Z(T ) − z)−1 = (Z0(T ) − z)−1(Z0(T ) − Z(T ))(Z(T ) − z)−1 + (Z0(T ) − z)−1

and applying (2.10) to the right-hand side of this equality, we conclude that

(Z(T )−z)−1

= (Z0(T ) − z)−1(Z0(T )−Z(T ))(Z(T )−z)−1(Z0(T )−Z(T ))(Z0(T )−z)−1

+(Z0(T ) − z)−1(Z0(T ) − Z(T ))(Z0(T ) − z)−1 + (Z0(T ) − z)−1.

Applying (2.9), we find

(Z(T ) − z)−1 = (Z0(T ) − z)−1ψV (T )ψ(Z(T ) − z)−1ψV (T )ψ(Z0(T ) − z)−1

+(Z0(T ) − z)−1ψV (T )ψ(Z0(T ) − z)−1 + (Z0(T ) − z)−1

and (2.8) implies
(2.11)
(Z(T ) − z)−1 = (Z0(T ) − z)−1ψV (T )ψ(U(T ) − z)−1ψV (T )ψ(Z0(T ) − z)−1

+(Z0(T ) − z)−1ψV (T )ψ(Z0(T ) − z)−1 + (Z0(T ) − z)−1.

The resolvent (Z0(T ) − z)−1 is holomorphic on C \ {0} and (2.11) implies that
all eigenvalues of Z(T ) different from 0 are poles of ψ(U(T ) − z)−1ψ. Thus, the
resonances coincide with the poles of the meromorphic continuation of ψ(U(T )−
z)−1ψ. �

Assuming (H1), Theorem 3 implies that assumptions (H2) and (H3) are
equivalent, for n > 3 odd.

Remark 1. Combining the results of Theorem 3 with [10] we conclude
that for n > 3 odd we have (1.3) with p(t) = e−δt, provided assumptions (H1)
and (H2) fulfilled. Moreover, assuming (H1) and (H2), we obtain (1.9) for 2 6

p, q < +∞ satisfying (1.5).
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3. Decay of local energy for n even. Throughout this section, we
will show that the assumptions (H1) and (H2) imply for n > 4 the decay (1.3) of
the local energy. As a first step, we will show that we can generalize some results
of Vainberg about the Fourier-Bloch-Gelfand transform of the propagator. Then,
by applying these results, we will prove Theorem 1.

3.1. Assumptions and definitions. In this subsection we introduce
some notations and operators. We will also precise some assumptions. We fol-
low closely the expositions in [29] and we present the corresponding results for
problem (1.1).

Assume

(3.1) U(t, s) = 0 for t < s and U0(t) = 0 for t < 0.

Let P1 and P2 be the projectors of C
2 defined by

P1(h) = h1, P2(h) = h2, h = (h1, h2) ∈ C
2

and let P 1, P 2 ∈ L(C,C2) be defined by

P 1(h) = (h, 0), P 2(h) = (0, h), h ∈ C.

Denote by V (t, s) the operator defined on L2(Rn) by

V (t, s) = P1U(t, s)P 2.

Notice that for g ∈ L2(Rn), w = V (t, s)g is the solution of

{

∂2
t (w) − divx(a(t, x)∇xw) = 0,

(w, ∂tw)|t=s = (0, g).

Let E(t, s, x, x0) be the kernel of the operator V (t, s). The propagation of sin-
gularities (see [9]) and (H1) imply that, for all r > 0, there exists T1(r) such
that

(3.2) E ∈ C∞ for |x|, |x0| < r and t− s > T1(r).

We may consider that T1(r) is a strictly increasing and regular function (see [29]).
Moreover, we assume that

(3.3) T1(r) = T1(b), r 6 b with b = ρ+ 1 +
4

5
+ 2T.

From now on, we set

b = ρ+ 1 +
4

5
+ 2T.
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Let T2 = T2(r) be an increasing and regular function such that

T2(r) > T1(r), r > 0

and

T2(r) = k0T, r 6 b with k0 ∈ N.

Let ξ(t, s, x) ∈ C∞(R×R×R
n,R) be a function such that ξ = 0 for t−s > T2(|x|),

ξ = 1 for t− s 6 T1(|x|), ξ = ξ(t− s) for |x| 6 b. Let ψ ∈ C∞(Rn
x) be a function

such that ψ = 1 for |x| > b − 1

3
and ψ = 0 for |x| 6 b− 2

3
. Denote by P (t) the

differential operator

P (t) = ∂2
t − divx(a(t, x)∇x).

Set Λ =
√
−∆x and let W (t, s) be the operator

(3.4) W (t, s) = ξ(t, s)V (t, s) − ψN(t, s),

with

N(t, s) =

∫ t

s

sin(Λ(t− τ))

Λ
ψ[P (τ), ξ(τ, s)]V (τ, s)dτ.

Let h ∈ L2(Rn). Then w1 = N(t, s)h is the solution of
{

∂2
tw1 − ∆xw1 = ψ[P (t), ξ(t, s)]V (t, s)h,

(w1, ∂tw1)|t=s = (0, 0).

From (2.5), we deduce that w2 = ψN(t, s)h is the solution of
{

∂2
tw2 − divx(a(t, x)∇xw2) = −[∆x, ψ]N(t, s)h + ψ2[P (t), ξ(t, s)]V (t, s)h,

(w2, ∂tw2)|t=s = (0, 0).

It follows that w3 = W (t, s)h is the solution of
{

∂2
tw3 − divx(a(t, x)∇xw3) = G(t, s)h,

(w3, ∂tw3)|t=s = (0, h)

with

G(t, s)h = [∆x, ψ]N(t, s)h + (1 − ψ2)[P (t), ξ(t, s)]V (t, s)h.

Proposition 6. Let χ ∈ C∞
0 (|x| 6 b). Then, the operator G(t, s)χ is a

compact operator of L2(Rn).
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P r o o f. Let χ ∈ C∞
0 (|x| 6 b). The properties of ξ implies

(3.5) [P (t), ξ(t, s, x)] = 0, for t− s < T1(|x|) or for t− s > T2(|x|).

Since 1 − ψ2(x) = 0 for |x| > b − 1

3
, the properties (3.2) and (3.5) imply that

(1 − ψ2)[P (t), ξ(t, s)]V (t, s)χ is a compact operator of L2(Rn). Therefore (3.3)
and (3.5) imply that the kernel N(t, s, x, x0) of the operator N(t, s) satisfies

(3.6) N(t, s, x, x0) = 0, for t− s < T1(b).

Applying (3.2) and (3.3), we obtain

(3.7) N(t, s, x, x0) ∈ C∞, for |x|, |x0| 6 b.

Then, since [∆x, ψ](x) = 0 for |x| > b, (3.7) implies that [∆x, ψ]N(t, s)χ is a
compact operator in L2(Rn). We deduce that G(t, s)χ is compact operator of
L2(Rn). �

To prove (1.3), we will use some results established in [29] for s = 0. For
our purpose we need to consider the case 0 6 s < T . The proofs are similar and
we will only give a proof when it is necessary, otherwise we refer to [29].

Theorem 4 (Theorem 1, [29]).
1) For all h ∈ C∞

0 (|x| 6 b) and s > 0, the integral equation

(3.8) ϕs(t, .) +

∫ t

s

G(t, τ)ϕs(τ, .)dτ = −G(t, s)h,

admits an unique solution ϕs(t, x), with ϕs ∈ C∞(R × R
n) such that

suppxϕs ⊂ {x : |x| 6 b} and ϕs(t, x) = 0 for t 6 s+ T1(b).
2) For all h ∈ C∞

0 (|x| 6 b) and for the solution ϕs of (3.8) we have

(3.9) V (t, s)h = W (t, s)h+

∫ t

s

W (t, τ)ϕs(τ, .)dτ.

Let r ∈ R. We denote Hr,A1

b,s (R1+n) the space defined by g ∈ Hr,A1

b,s (R1+n)
if

(i) e−A1tϕ ∈ Hr(R1+n),
(ii) g(t, x) = 0 for t 6 s or |x| > b.

The spaces Hr
b (R

n), Hr
b (R

1+n), C∞
b (Rn) and C∞

b (R1+n) are the subspaces of
Hr(Rn), Hr(R1+n), C∞(Rn) and C∞(R1+n), respectively, consisting of functions
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that vanish for |x| > b. The global energy estimate (2.2) implies that, for A1 > A
(with A the constant in (2.2)) and for χ ∈ C∞

0 (|x| 6 b), we have

(3.10) χV (t, s) ∈ L(L2
b ,H

1,A1

b,s (Rn)).

Throughout this section we assume A1 > A.

3.2. Properties of the Fourier-Bloch-Gelfand transform on the
spacesHr,A1

b,s (R1+n) for s > 0. In this subsection we will recall some properties

of the Fourier-Bloch-Gelfand transform on the spaces Hr,A1

b,s (R1+n). Vainberg
established in [29] these results for s = 0. All these properties hold for s > 0. We
denote by F , the Fourier-Bloch-Gelfand transform defined on Hr,A1

b,s (R1+n) such
that, for Im(θ) > A1T , we have

F (ϕ)(t, θ) =
+∞
∑

k=−∞

ϕ(kT + t)eikθ, ϕ ∈ H1,A1

b,s (R1+n).

Let ϕ ∈ Hr,A1

b,s (Rn). For Im(θ) > A1T , we write

ϕ̂(t, θ) = F (ϕ)(t, θ).

Proposition 7 (Lemma 1, [29]). Let ϕ ∈ Hr,A1

b,s (R1+n). Then, for
Im(θ) > A1T the following assertions hold:
1) for any B > 0 the operator

F : Hr,A1

b,s (R1+n) → Hr
b ([s −B, s+B] × R

n)

is bounded and depends analytically on θ.

2) ϕ̂(t, θ + 2π) = ϕ̂(t, θ);

3) ϕ̂(t+ T, θ) = e−iθϕ̂(t, θ),

and hence if v(t, θ) = e
itθ
T ϕ̂(t+ T, θ), v(t+ T, θ) = v(t, θ).

4)Let α > A1T , c ∈ R. If dα,c is the interval [iα+ c, iα + c+ 2π], then

(3.11) ϕ(t) =
1

2π

∫

dα,c

F (ϕ)(t, θ)dθ, t ∈ R.

Denote by Hr
b,s,per(R

1+n) the norm closure of the subspace of Hr([s, s +
T ]×R

n) consisting of the infinitely differentiable functions in [s, s+T ]×R
n which
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are T -periodic with respect to t and vanish for |x| > b. Let F ′ be the operator
defined by

F ′(ϕ)(t, θ) = e
iθt
T F (ϕ)(t, θ).

The following result is a trivial consequence of Proposition 7.

Proposition 8. For Im(θ) > A1T the operator

F ′ : Hr,A1

b,s (R1+n) → Hr
b,s,per(R

1+n)

is bounded and depends analytically on θ.

Now, we will consider the Fourier-Bloch Gelfand transformation of oper-
ators with a kernel.

Proposition 9 (Lemma 4, [29]). Suppose that the operator

R : Hr,A1

b,s (R1+n) → H l,A1

b,s (R1+n)

is bounded and its kernel has the properties:
1) R(t+ T, τ + T, x, x0) = R(t, τ, x, x0).
2) There exists a T0 > 0 such that

(3.12) R(t, τ, x, x0) = 0, for t− τ /∈ [0, T0].

Then, there exists an operator

R(t, s, θ) : Hr
b,s,per(R

1+n) → H l
b,s,per(R

1+n),

such that R(t, s, θ) is an entire function on θ and F ′(R) = R(t, s, θ)F ′ for Im(θ) >
A1T .

We establish easily the following result.

Proposition 10. Suppose that the operator

R(t, s) : Hr
b (R

n) → H l,A1

b,s (R1+n)

is bounded. Then, the operator

R(t, s, θ) = F ′(R(t, s))(t, θ) : Hr
b (R

n) → H l
b,per(R

1+n)

is bounded and R(t, s, θ) is an entire function on θ for Im(θ) > A1T .

Set ψ1, ψ2 ∈ C∞
0 (|x| 6 b). We will analyze the properties of the Fourier-

Bloch-Gelfand transform of ψ1V (t, s)ψ2.

3.3. Fourier-Bloch-Gelfand transform of the operator ψ1V (t, s)ψ2.
In this subsection, our aim is to analyze the composition of F ′ with the operator
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ψ1V (t, s)ψ2. More precisely, we will show that, for 0 6 s < T and t > T2(b) + T ,
F ′(ψ1V (t, s)ψ2)(t, θ), initially defined for Im(θ) > A1T , admits a meromorphic
continuation satisfying some properties that we will precise. From these results we
will establish the asymptotic behavior as t→ +∞ of the local energy associated
to (1.1). In [29], Vainberg proves the properties of F ′(ψ1V (t, s)ψ2)(t, θ), when
s = 0 and t > T2(b). But all these results remain true when 0 6 s < T and
t > T2(b) + T .

Denote C
′ = {z ∈ C : z 6= 2kπ − iµ, k ∈ Z, µ > 0}.

Definition 1. Let H1 and H2 be Hilbert spaces. A family of bounded
operators Q(t, s, θ) : H1 → H2 is said to be meromorphic in a domain D ⊂ C, if
Q(t, s, θ) is meromorphically dependent on θ for θ ∈ D and for any pole θ = θ0 the
coefficients of the negative powers of θ − θ0 in the appropriate Laurent extension
are finite-dimensional operator.

Definition 2. We say that the family of operators Q(t, s, θ), which are
C∞ and T -periodic with respect to t, has the property (S) if: 1) when n is odd, the
operators Q(t, s, θ), θ ∈ C and its derivatives with respect to t are bounded and
form a finitely meromorphic family; 2) When n is even the operators Q(t, s, θ)
and its derivatives with respect to t are bounded, finitely meromorphic on θ for
θ ∈ C

′ and, in a neighborhood of θ = 0, Q(t, s, θ) has the following form

(3.13) Q(t, s, θ) = B(t, s, θ) log θ +
m
∑

j=1

Bj(t, s)θ
−j + C(t, s, θ),

where the operators B(t, s, θ) and C(t, s, θ) depend analytically on θ for |θ| < ε0,
log is the logarithm defined on C \ iR−, and for all j the operators Bj(t, s) and
(∂θB(t, s, θ))|θ=0 are finite dimensional. Moreover, B(t, s, θ), C(t, s, θ) and the
the operators Bj(t, s) are C∞ and T -periodic with respect to t and depend on s.

Denote by Gs and Ws the operators defined for all ϕ ∈ H1,A1

b,s (R1+n), by

Gs(ϕ)(t) =

∫ t

s

G(t, τ)ϕ(τ)dτ, Ws(ϕ)(t) =

∫ t

s

W (t, τ)ϕ(τ)dτ.

We recall some results about the properties of the composition of F ′ and the
operators Gs, G(t, s), χWs and χN(t, s), with χ ∈ C∞

0 (|x| 6 b).

Theorem 5 (Theorem 2, [29]). Let 0 6 s < T . The operator

(3.14) Gs : H1,A1

b,s (R1+n) → H2,A1

b,s (R1+n)
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is bounded, and for Im(θ) > A1T the relation F ′(Gs)(t, θ) = Gs(t, s, θ)F
′ holds,

where

Gs(t, s, θ) : H1
b,s,per(R

1+n) → H2
b,s,per(R

1+n)

is an operator with the property (S).

Theorem 6 (Theorem 3, [29]). Let 0 6 s < T . For all c > 0 and for all
r ∈ R, the operator

(3.15) G(t, s) : H1
b (R

1+n) → Hr,c
b,s(R

1+n)

is bounded and the operator

G(t, s, θ) = F ′(G(t, s))(t, θ) : H1
b (R

1+n) → Hr
b,s,per(R

1+n)

defined for Im(θ) > A1T , has an analytic continuation to the lower half plane
with the property (S).

Theorem 7 (Theorem 4 and Lemma 8, [29]). Let χ ∈ C∞
0 (|x| 6 b) and

0 6 s < T . The operator

(3.16) χWs : H1,A1

b,s (R1+n) → H0,A1

b,s (R1+n),

is bounded, and for Im(θ) > A1T the relation F ′(Ws)(t, θ) = Ws(t, s, θ)F
′ holds,

where

χWs(t, s, θ) : H1
b,s,per(R

1+n) → H2
b,s,per(R

1+n),

is an operator with the property (S). The operator

(3.17) χN(t, s) : H1
b (R

1+n) → H2,A1

b,s (R1+n),

is bounded and the operator

χN(t, s, θ) = F ′(χN(t, s))(t, θ) : H1
b (R

1+n) → H2
b,s,per(R

1+n)

defined for Im(θ) > A1T , admits an analytic continuation with property (S).

Definition 3. We say that the family of operators Q(t, s, θ), which are
C∞ and T -periodic with respect to t, has the property (S′) if: 1) for odd n the
operators Q(t, s, θ), θ ∈ C, and its derivatives with respect to t form a finitely-
meromorphic family; 2) For even n the operators Q(t, s, θ) and its derivatives
with respect to t form a finitely-meromorphic family for θ ∈ C

′ . Moreover, in a
neighborhood of θ = 0 in C

′, Q(t, s, θ) has the form

(3.18) Q(t, s, θ) = θ−m
∑

j>0

(

θ

Rt,s(log θ)

)j

Pj,t,s(log θ) + C(t, s, θ),
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where C(t, s, θ) is analytic with respect to θ, Rt,s is a polynomial, the Pj,t,s are
polynomials of order at most lj and log is the logarithm defined on C \ iR−.
Moreover, C(t, s, θ) and the coefficients of the polynomials Rt,s and Pj,t,s are C∞

and T -periodic with respect to t and depend of s.

Remark 2. Notice that if Q(t, s, θ) satisfies (S’) then ∂tQ(t, s, θ) satisfies
also (S’).

Theorem 8 (Theorem 5, [29]). Let B > A with A the constant of
estimate (2.2). Then, there exists A2 > B such that for all h ∈ H1,B

b,s (R1+n) with
0 6 s < T , the equation

(3.19) ϕ+

∫ t

s

G(t, τ)ϕ(τ)dτ = h,

is uniquely solvable in the space H1,A1

b,s (R1+n) for any A1 > A2, and

(3.20) ‖ϕ‖
H

1,A1
b,s

(R1+n)
6 C(s)‖h‖

H
1,B
b,s

(R1+n)
.

The next result is a trivial consequence of Theorems 4, 6 and 8.

Proposition 11. Let 0 6 s < T and A1 > A2, with A2 the constant of
Theorem 8 for a B > A. Then, there exists an operator

L(t, s) : L2
b → H1,A1

b,s (R1+n)

such that L(t, s) is bounded and satisfies

(3.21) L(t, s)h+

∫ t

s

G(t, τ)L(τ, s)hdτ = −G(t, s)h, h ∈ L2
b , t > T.

In the following, we assume that A1 > A2 with A2 the constant of Theo-
rem 8 for a B > A. We will now recall a result, established by Vainberg, which
will allow us to define the properties of the Fourier-Bloch-Gelfand transform of
L(t, s).

Theorem 9 ([29], Theorem 9). Let H be an Hilbert space and let
G(t, s, θ) : H → H be a family of compact operators having the property (S).
If there exists θ0 such that Id+G(t, s, θ0) is invertible, then the family of opera-
tors (Id+G(t, s, θ))−1 has the property (S′).

Applying this result, we deduce the following.
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Theorem 10. Let 0 6 s < T . The operator

L(t, s, θ) : L2
b → H1

b,s,per(R
n+1),

defined originally for Im(θ) > A1T by the relation

L(t, s, θ) = F ′(L(t, s))(t, θ),

admits an analytic continuation having the property (S′).

P r o o f. We apply the operator F ′ to both sides of (3.21). It follows
from Theorems 6 and 7, and Propositions 10 and 11, that, for Im(θ) > A1T ,
F ′(L(t, s))(t, θ) satisfies

(3.22) (Id+Gs(t, s, θ))F
′(L(t, s))(t, θ) = −G(t, s, θ).

We consider the operator Gs(t, s, θ) acting in the spaces

(3.23) Gs(t, s, θ) : H1
b,s,per(R

1+n) → H1
b,s,per(R

1+n).

It follows from Theorem 5 that (3.23) is compact. Consequently, we deduce
from (3.22), Theorem 10 and the properties of operators Gs(t, s, θ) and G(t, s, θ),
established in Theorems 5 and 6, that Theorem 10 is valid if we show that there
exists D > A1T such that for θ = iD the operator (Id+Gs(t, s, θ)) is invertible.
To prove the latter it clearly suffices to show that for some D > A1T and for
θ = iD the equation

(3.24) (Id+Gs(t, s, θ))ψ = ϕ, ϕ, ψ ∈ H1
b,s,per(R

1+n),

is solvable for all ϕ. Let g ∈ H1
b,s,per(R

1+n), and γ ∈ C∞(R) be such that

0 6 γ 6 1, γ(t) = 0 for t 6 s +
T

2
, γ(t) = 1 for t > s +

2T

3
. We see from

Theorem 8 that the equation

ϕ1 +

∫ t

s

G(t, τ)ϕ1(τ)dτ = γg,

has a unique solution ϕ1 ∈ H1,A1

b,s (R1+n). Theorem 5 implies that for Im(θ) >
A1T , the equation (3.24) has a unique solution

ψ = F ′(ϕ1) ∈ H1
b,s,per(R

1+n) for ϕ = F ′(γg).

Set D > A1T . For the proof of the theorem it suffices to show that for any
ϕ ∈ H1

b,s,per(R
1+n), we can choose g ∈ H1

b,s,per(R
1+n) such that

(3.25) ϕ = [F ′(γg)]|θ=iD.
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For Im(θ) > A1T and t ∈ [s, s+ T ], we have

F ′(γg)(t, θ) = e
iθt
T

+∞
∑

k=0

(γg)(kT + t)eikθ

= e
iθt
T

(

(γg)(t) +
+∞
∑

k=0

g(kT + t)eikθ
)

= e
iθt
T

(

(γg)(t) + g(t)
+∞
∑

k=0

eikθ
)

= e−
Dt
T g(t)

[

γ(t) + (1 − e−D)−1e−D
]

.

Let p1 be a function defined on s 6 t 6 s+ T , by

p1(t) = e−
Dt
T

[

γ(t) + (1 − e−D)−1e−D
]

.

For all s 6 t 6 s+
T

2
, we have

p1(t) = e−
Dt
T (1 − e−D)−1e−D

and, for all s+
3T

2
6 t 6 s+ T , we get

p1(t) = e
−
�

D(t−T )
T

�
e−D

[

1 + (1 − e−D)−1e−D
]

= e
−
�

D(t−T )
T

�
[

e−D + (1 − e−D)−1e−2D
]

= e
−
�

D(t−T )
T

�
(

1 − e−D
)−1

e−D.

Thus, for all N ∈ N, we obtain

dNp1

dtN
(s) =

dNp1

dtN
(s+ T ).

Consequently, we can define a function p ∈ C∞(R) and T -periodic such that

p(t) = p1(t), t ∈ [s, s+ T ].

Since γ(t) > 0, it follows that p(t) > 0 for all t ∈ R. Then, for any ϕ ∈
H1
b,s,per(R

1+n), we have (3.25) if

g(t, ·) =
ϕ(t, ·)
p(t)

. 2
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Denote by R(t, s) the operator defined by

(3.26) R(t, s) = −ψN(t, s) +

∫ t

s

W (t, τ)L(τ, s)dτ.

Then, we can extend the result established by Vainberg for s = 0, in the following
way.

Theorem 11. Let 0 6 s < T and let χ ∈ C∞
0 (|x| 6 b). The operator

χR(t, s) : L2
b → H1,A1

b,s (R1+n)

is bounded. Moreover, the family of operators

R(t, s, θ) : L2
b → H1

b,per(R
1+n), R(t, s, θ) = F ′(χR(t, s))(t, θ)

defined for Im(θ) > A1T , admits an analytic continuation to the lower half plane
and this continuation has the property (S′).

Vainberg established the result of Theorem 11, in the Theorem 11 of [29]
for s = 0 and t > T2(b). Combining this result with Theorems 7 and 10, and with
the estimate (3.10), we see that this result holds for 0 6 s < T and t > T2(b)+T .

Remark 3. Notice that Theorem 11 does not give any information
about the dependence of R(t, s, θ) with respect to s.

Combining the representations (3.9) and (3.21), and applying an argu-
ment of density, we get

(3.27) V (t, s)h = W (t, s)h+

∫ t

s

W (t, τ)L(τ, s)h dτ, h ∈ L2
b .

The properties of ξ, for t− s > T2(b), imply

χξ(t, s) = 0, χ ∈ C∞
0 (|x| 6 b).

Combining this with the formulas (3.4), (3.27) and (3.26), for 0 6 s < T and
t > T2(b) + T , we find

χ1V (t, s)χ2 = χ1R(t, s)χ2, χ1, χ2 ∈ C∞
0 (|x| 6 b).

Theorem 11 implies that, for 0 6 s < T and t > T2(b) + T , F ′(χ1V (t, s)χ2)(t, θ)
admits an analytic continuation to the lower half plane with the property (S′).
This result together with the assumption (H2) will be combined to establish (1.4)
for even dimensions.
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3.4. Proof of Theorem 1. The goal of this subsection is to prove

Theorem 1. From now on, let χj, ψj ∈ C∞
0

(

|x| < ρ+ 1 +
j + 1

5
+ (j − 1)T

)

,

j ∈ {1, . . . , 4}, be such that for all j ∈ {2, 3, 4}, we have

(3.28) ψj(x) = χj(x) = 1, for |x| 6 ρ+ 1 +
j

5
+ (j − 1)T.

Notice that, for all j ∈ {1, 2, 3}, we obtain

χj+1 = 1 on supp(χj) + T, ψj+1 = 1 on supp(ψj) + T.

Consider V (t, s, θ) = F ′(V (t, s))(t, θ). In subsections 3.1, 3.2 and 3.3 we have
generalized the results of [29] and proved that V (t, s, θ) satisfies property (S′) for
0 6 s < T and t > T2(b) + T . Following [29], we can establish the asymptotic
behavior as t → +∞ of χ3V (t, s)ψ3. Nevertheless, we cannot deduce directly
(1.4). To prove (1.3), we establish a link between Rχ4,ψ4(θ) and V (t, s, θ), and we
show how (H3) is related to the meromorphic continuation of V (t, s, θ). Then,
applying the results of [29], for t > (k0 + 1)T and 0 6 s 6 2T

3 , we obtain
(3.29)

‖χ3V (t, s)ψ3‖ 6
C

(t+ 1) ln2(t+ e)
, ‖χ1∂tV (t, s)χ1‖ 6

C

(t+ 1) ln2(t+ e)

with C independent of s and t. Consider the operator defined by

U(t, s) = P1U(t, s)P 1.

For all h ∈ Ḣ1(Rn), w = U(t, s)h is the solution of

{

∂2
tw − divx(a(t, x)∇xw) = 0,

(w,wt)|t=s = (h, 0).

If a(t, x) is independent of t, we have

(3.30) ∂tV (t, s)f − V (t, s)
(

(∂2
t V (t, s)f)|t=s

)

= U(t, s)f, f ∈ C∞
0 (Rn)

and (1.4) follows easily from (3.29). If a(t, x) is time-dependent, statement (3.30)
is not true and it will be more difficult to prove that (3.29) implies (1.4).

To prove (1.4), we start by showing the link between F ′(χ3V (t, s)ψ3)(t, θ)
and Rχ4,ψ4(θ).

Lemma 1. Assume (H1) and (H2) are fulfilled and let n > 4 be even.

Let t > (k0 + 1)T , 0 6 s 6
2T

3
. Then, the family of operators V (t, s, θ) =
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F ′(χ3V (t, s)ψ3)(t, θ) admits an analytic continuation to {θ ∈ C
′ : Im(θ) > 0}

and we have

(3.31) lim sup
λ→0

Im(λ)>0



 sup
s∈[0, 2T

3
]

‖V (t, s, λ)‖L(L2(Rn),Ḣ1(Rn))



 <∞.

P r o o f. Notice that, from (2.2), for Im(θ) > AT and for all ϕ1, ϕ2 ∈
C∞

0 (Rn), we have

(3.32) Rϕ1,ϕ2(θ) = −eiθ
∞
∑

k=0

ϕ1U(kT )ϕ2e
ikθ.

Set k2 ∈ N such that 0 6 t′ = t−k2T < T . Assume t′ > s. Then, for Im(θ) > AT ,
we find

(3.33)

F ′(χ3V (t, s)ψ3)(t, θ) = F ′(P1χ3U(t, s)ψ3P
2)(t, θ)

= ei
t
T
θ





∞
∑

k=−k2

P1χ3U(t+ kT, s)ψ3P
2eikθ





= P1



ei
t
T
θ

∞
∑

k=−k2

χ3U(t+ kT, s)ψ3e
ikθ



P 2.

Moreover, we obtain

ei
t
T
θ

∞
∑

k=−k2

χ3U(t+ kT, s)ψ3e
ikθ

= ei(
t
T
−k2)θχ3U(t′, s)ψ3 + ei

t
T
θ

∞
∑

k=−(k2−1)

χ3U(t+ kT, s)ψ3e
ikθ

and since
t

T
= k2 +

t′

T
, we get

ei
t
T
θ

∞
∑

k=−k2

χ3U(t+ kT, s)ψ3e
ikθ

= ei
t′

T
θχ3U(t′, s)ψ3 + ei

t′

T
θ



eik2θ
∞
∑

k=−(k2−1)

χ3U(t+ kT, s)ψ3e
ikθ



 .
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Applying (2.1), for Im(θ) > AT , we find

eik2θ
∞
∑

k=−(k2−1)

χ3U(t+ kT, s)ψ3e
ikθ

= eik2θ
∞
∑

k=−(k2−1)

χ3U(t′, 0)U((k2 − 1)T + kT )U(0, s − T )ψ3e
ikθ

and the finite speed of propagation implies

eik2θ
∞
∑

k=−(k2−1)

χ3U(t+ kT, s)ψ3e
ikθ

= eik2θ
∞
∑

k=−(k2−1)

χ3U(t′, 0)χ4U((k2 − 1)T + kT )ψ4U(0, s − T )ψ3e
ikθ.

Applying (3.32) to the right hand side term of the last formula, we obtain

eik2θ
∞
∑

k=−(k2−1)

χ3U(t+ kT, s)ψ3e
ikθ = −χ3U(t′, 0)Rχ4,ψ4(θ)U(0, s− T )ψ3.

It follows

(3.34) F ′(χ3V (t, s)ψ3)(t, θ) =

P1

(

ei
t′

T
θ
[

χ3U(t′, s)ψ3 − χ3U(t′, 0)Rχ4,ψ4(θ)U(0, s − T )ψ3

]

)

P 2.

Following the same argument, for t′ < s and Im(θ) > AT , we get

(3.35) F ′(χ3V (t, s)ψ3)(t, θ) = −P1

(

ei
t′

T
θχ3U(t′, 0)Rχ4,ψ4(θ)U(0, s − T )ψ3

)

P 2.

Recall that T2(b) = k0T . We have established in subsection 3.3 that, for t >

(k0 + 1)T = T2(b) + T and 0 6 s 6
2T

3
< T , V (t, s, θ) admits a meromorphic

continuation to {θ ∈ C
′ : Im(θ) > 0}. Moreover, from (3.34) and (3.35),

for t > (k0 + 1)T and 0 6 s 6
2T

3
, assumption (H2) implies that the family

of operators V (t, s, θ) has no poles on {θ ∈ C
′ : Im(θ) > 0} and satisfies

(3.31). Thus, the family of operators V (t, s, θ) is analytic with respect to θ on
θ ∈ {θ ∈ C

′ : Im(θ) > 0} and satisfies (3.31). �

Now, by integrating on a suitable contour of C
′, we obtain the following

estimates.
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Lemma 2. Assume (H1) and (H2) fulfilled and let n > 4 be even. Then,

for all 0 6 s 6
2T

3
and for all d ∈ N such that d > k0 + 1, we have

(3.36) ‖χ3V (dT, s)ψ3‖L(L2(Rn),Ḣ1(Rn)) 6
C5

(dT + 1) ln2(dT + e)
.

P r o o f. In subsection 3.3, we have shown that V (dT, s, θ) =
F ′(χ3V (t, s)ψ3)(dT, θ) satisfies property (S’). Thus, V (dT, s, θ) admits a mero-
morphic continuation with respect to θ on C

′. Assumption (H2) and Lemma
1 imply that V (dT, s, θ) has no poles on {θ ∈ C

′ : Im(θ) > 0}. Moreover,
V (dT, s, θ) is bounded independently of the choice of s and satisfies (3.31). Also,
there exists ε0 > 0 such that for θ ∈ C

′ with |θ| 6 ε0 we have

(3.37) V (dT, s, θ) = V ((k0 + 1)T, s, θ) =
∑

k>−m

∑

j>−mk

Rkjθ
k(log θ)−j.

The property (3.31) implies that for the representation (3.37) we have Rkj = 0
for k < 0 or k = 0 and j < 0. It follows that, for θ ∈ C

′ with |θ| 6 ε0, we obtain
the following representation

(3.38) V (dT, s, θ) = V ((k0 + 1)T, s, θ)

= A(s, θ) +B(s)θm0 log(θ)−µ + o
θ→0

(

θm0 log(θ)−µ
)

with A(s, θ) an holomorphic function with respect to θ for |θ| 6 ε0 , B(s) a finite-
dimensional operator , m0 > 0 and µ > 1. Moreover, (3.34) and (3.35) imply
that A(s, θ) and B(s) are bounded independently of s.

Since V (dT, s, θ) has no poles on {θ ∈ C
′ : Im(θ) > 0}, there exists

0 < δ 6
ε0
T

and 0 < ν < ε0 sufficiently small such that V (dT, s, θ) has no poles
on

{θ ∈ C
′ : Im(θ) > −δT, −π 6 Re(θ) 6 −ν, ν 6 Re(θ) 6 π}.

Consider the contour γ = Γ1 ∪ ω ∪ Γ2 where Γ1 = [−iδT − π,−iδT − ν], Γ2 =
[−iδ + ν,−iδ + π]. The contour ω of C, is a curve connecting −iδT − ν and
−iδT + ν symmetric with respect to the axis Re(θ) = 0. The part of ω lying in
{θ : Im(θ) > 0} is a half-circle with radius ν, ω ∩ {θ : Re(θ) < 0, Im(θ) 6

0} = [−ν − iδT,−ν] and ω ∩ {θ : Re(θ) > 0, Im(θ) 6 0} = [ν, ν − iδT ]. Thus,
ω is included in the region where we have no poles of V (dT, s, θ). Consider the
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closed contour

C = [i(A + 1)T + π, i(A + 1)T − π] ∪ [i(A+ 1)T − π,−iδT − π]

∪ γ ∪ [−iδT + π, i(A + 1)T + π].

The statement 2) of Proposition 7 implies

(3.39) V (dT, s, θ + 2π) = V (dT, s, θ).

Since the contour C is included in the region where V (dT, s, θ) has no poles, the
Cauchy formula implies

∫

C
e−idθV (dT, s, θ)dθ = 0.

Moreover, (3.39) implies
∫

[i(A+1)T−π,−iδT−π]
e−idθV (dT, s, θ)dθ = −

∫

[−iδT+π,i(A+1)T+π]
e−idθV (dT, s, θ)dθ

and we obtain

(3.40)

∫

[i(A+1)T−π,i(A+1)T+π]
F (V (t, s))(dT, θ)dθ =

∫

γ

F (V (t, s))(dT, θ)dθ.

The formula (3.11) and the identity (3.40) imply

(3.41) χ3V (dT, s)ψ3 =
1

2π

∫

γ

F (V (t, s))(dT, θ)ψ3dθ

=
1

2π

∫

γ

e−idθV ((k0 + 1)T, s, θ)dθ.

We will now estimate the right-hand side term of (3.41). Consider A(s, θ) the

holomorphic part of the expansion (3.38). Choose δ such that δ <
ε0
T

. Then, the

closed contour ω∪ [−iδT −ν,−iδT +ν] is contained in the domain {θ ∈ C : |θ| <
ε0}. Since A(s, θ) is holomorphic with respect to θ, for |θ| 6 ε0, by applying the
Cauchy formula, we obtain

∫

ω

e−idθA(s, θ)dθ = −
∫

[−iδT−ν, −iδT+ν]
e−idθA(s, θ)dθ

and, since A(s, θ) is bounded independently of s, it follows

(3.42)

∣

∣

∣

∣

∫

ω

e−idθA(s, θ)dθ

∣

∣

∣

∣

6 C1e
−δ(dT )
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with C1 > 0 independent of s and d. For θ ∈ Γ1 ∪ Γ2, V (dT, s, θ) = V (k0T, s, θ)
is bounded independently of s, and we show easily that

(3.43)

∣

∣

∣

∣

∣

∫

Γj

e−ikθV (dT, s, θ)dθ

∣

∣

∣

∣

∣

6 C2e
−δ(dT ), j = 1, 2

with C2 independent of s and d. Applying the estimates (3.42), (3.43) and the
representation (3.38), we get

(3.44)

∫

γ

e−idθV ((k0 + 1)T, s, θ)dθ = o
d→+∞

(

1

(dT + 1) ln2(dT + e)

)

+

∫

ω

e−idθ
(

B(s)θm0(log θ)−µ + o
θ→0

(

θm0(log θ)−µ
)

)

dθ.

Following Lemma 7 in Chapter IX of [28], for t = d and ν =
1

d
, we obtain

∫

ω

e−idθθm0(log θ)−µdθ 6
C3

(dT + 1)m0+1 lnµ+1(dT + e)
.

Combining this estimate with the representation (3.44), for all d > k0 + 1 and
s ∈]0, T ], we get

∥

∥

∥

∥

∫

γ

e−idθV ((k0 + 1)T, s, θ)dθ

∥

∥

∥

∥

L(L2,Ḣ1(Rn))

6
C4

(dT + 1) ln2(dT + e)

with C4 > 0 independent of s and d. The inversion formula (3.41) implies that,

for all d > k0 + 1 and 0 6 s 6
2T

3
, we have (3.36). �

Lemma 3. Assume (H1) and (H2) fulfilled and let n > 4 be even. Then,

for all 0 6 s 6
2T

3
and for all d ∈ N such that d > k0 + 1, we have

(3.45) ‖χ3∂tV (dT, s)ψ3‖L(L2(Rn),L2(Rn)) 6
C5

(dT + 1) ln2(dT + e)
.

P r o o f. For Im(θ) > AT , we have

∂tF
′(χ3V (t, s)ψ3)(t, θ) =

iθ

T
F ′(χ3V (t, s)ψ3)(t, θ) + F ′(χ3∂tV (t, s)ψ3)(t, θ)

and it follows that

F ′(χ3∂tV (t, s)ψ3)(t, θ) = ∂tF
′(χ3V (t, s)ψ3)(t, θ) −

iθ

T
F ′(χ3V (t, s)ψ3)(t, θ).
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Since, for t > (k0 + 1)T and 0 6 s 6
2T

3
, the family of operators

F ′(χ3V (t, s)ψ3)(t, θ) satisfies property (S’), ∂tF
′(χ3V (t, s)ψ3)(t, θ) satisfies also

(S’). Thus, the family of operators F ′(χ3∂tV (t, s)ψ3)(t, θ) admits a meromorphic
continuation satisfying property (S’). Moreover, following the definition of U(t, s),
we have

∂tV (t, s) = P2U(t, s)P 2

and we get

χ3∂tV (t, s)ψ3 = P2χ3U(t, s)ψ3P
2.

Following the same arguments as those used in the proof of Lemma 1 , we obtain

F ′(χ3∂tV (t, s)ψ3)(t, θ)

= P2

(

ei
t′

T
θ
[

χ3U(t′, s)ψ3 − χ3U(t′, 0)Rχ4,ψ4(θ)U(0, s − T )ψ3

]

)

P 2

with t = lT + t′, l ∈ N and 0 6 t′ < T . Thus, assumption (H2) implies that, for

for t > (k0 +1)T and 0 6 s 6
2T

3
, F ′(χ3∂tV (t, s)ψ3)(t, θ) is analytic with respect

to θ on {θ ∈ C
′ : Im(θ) > 0} and

lim sup
λ→0

Im(λ)>0



 sup
s∈[0, 2T

3
]

‖F ′(χ3∂tV (t, s)ψ3)(t, λ)‖L(L2(Rn),Ḣ1(Rn))



 <∞.

Following the same arguments as those used in the proof of Lemma 2, we obtain
(3.45). �

P r o o f o f T h e o r em 1. Let α ∈ C∞(R) be such that α(t) = 0 for

t 6
T

2
and α(t) = 1 for t >

2T

3
. For all h ∈ Ḣ1(Rn), w1 = α(t)U(t, 0)h is the

solution of

(3.46)

{

∂2
tw1 − divx(a(t, x)∇xw1) = [∂2

t , α](t)U(t, 0)h,

(w1, ∂tw1)|t=0 = (0, 0).

We deduce from the Cauchy problem (3.46) the following representation

(3.47) U(t, 0) = α(t)U(t, 0) =

∫ t

0
V (t, s)[∂2

t , α](s)U(s, 0)ds, t > T.
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Since [∂2
t , α](t) = 0 for t >

2T

3
, the formula (3.47) becomes

U(t, 0) =

∫ 2T
3

0
V (t, s)[∂2

t , α](s)U(s, 0)ds, t > T.

The finite speed of propagation implies

(3.48) χ2U(dT, 0)ψ2 =

∫ 2T
3

0
χ2V (dT, s)ψ3[∂

2
t , α](s)U(s, 0)ψ2ds, d > 1.

The formula (3.48) and the estimate (3.36) imply that, for d > k0 + 1, we have

(3.49) ‖χ2U(dT, 0)ψ2‖L(Ḣ1(Rn),Ḣ1(Rn)) 6
C6

(dT + 1) ln2(dT + e)
,

with C6 > 0 independent of d. Let β ∈ C∞
0 (Rn). The formula (3.47) implies that,

for t > (k0 + 1)T , we have

∂tU(t, 0)β =

∫ 2T
3

0
∂tV (t, s)[∂2

t , α](s)U(s, 0)βds.

By density, this leads to

χ2∂tU(dT, 0)ψ2 =

∫ 2T
3

0
χ2∂tV (dT, s)ψ3[∂

2
t , α](s)U(s, 0)ψ2ds, d > k0 + 1

and the estimate (3.45) implies that for d > k0 + 1 we get

(3.50) ‖χ2∂tU(dT, 0)ψ2‖L(Ḣ1(Rn),L2(Rn)) 6
C9

(dT + 1) ln2(dT + e)
.

The estimates (3.36), (3.45), (3.49) and (3.50), imply that, for d > k0 + 1, we
have

(3.51) ‖χ2U(dT, 0)ψ2‖L(Ḣ1(Rn)(Rn)) 6
C9

(dT + 1) ln2(dT + e)
.

Assume t− s > (k0 + 3)T and choose k, l ∈ N such that

kT 6 t 6 (k + 1)T, lT 6 s 6 (l + 1)T.

Then, statement (2.1) and the finite speed of propagation imply

χ1U(t, s)ψ1 = χ1U(t, kT )χ2U((k − (l + 1))T )ψ2U((l + 1)T, s)ψ1
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and (k − (l + 1))T > (k0 + 1)T . Combining estimates (2.2), (3.51), we get

‖χ1U(t, s)ψ1‖L(Ḣ1(Rn) 6
C10

((k − (l + 1))T + 1) ln2((k − (l + 1))T + e)
.

Moreover, we find

(t− s+ 1) ln2(t− s+ e) 6 ((k − (l + 1))T + 2T + 1) ln2((k − (l + 1))T + 2T + e)

6 (k − (l + 1))T ln2((k − (l + 1))T )

(

1 +
2T + 1

(k − (l + 1))T

)

×
(

1 +
ln(1 + 2T+e

(k−(l+1))T )

ln((k − (l + 1))T )

)2

6C11(k − (l + 1))T ln2((k − (l + 1))T )

and we show easily that

(k− (l+ 1))T ln2((k− (l+ 1))T ) 6 C12((k− (l+ 1))T + 1) ln2((k− (l+ 1))T + e).

We deduce the estimate

(t− s+ 1) ln2(t− s+ e) 6 C13((k − (l + 1))T + 1) ln2((k − (l + 1))T + e).

Finally, it follows that

‖χ1U(t, s)ψ1‖L(Ḣ1(Rn)(Rn)) 6
C14

(t− s+ 1) ln2(t− s+ e)
.

For t− s 6 (k0 + 3)T , following estimate (2.2), we have

‖χ1U(t, s)ψ1‖L(Ḣ1(Rn)(Rn)) 6 C15e
A(k0+3)T

6 C15e
A(k0+3)T

(

((k0 + 3)T + 1) ln2((k0 + 3)T + e)

(t− s+ 1) ln2(t− s+ e)

)

.

Then, we obtain (1.4) for n > 4 even. �

4. L2 integrability of the local energy. The purpose of this section
is to show the L2 integrability of the local energy by applying estimate (1.4). For
the free wave equation Smith and Sogge have established the following result
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Lemma 4 ([19], Lemma 2.2). Let γ 6
n− 1

2
and let ϕ ∈ C∞

0 (|x| < ρ+1).

Then

(4.1)

∫

R

‖ϕe±itΛh‖2
Hγ(Rn)dt 6 C(ϕ, n, γ)‖h‖2

Ḣγ (Rn)
, h ∈ Ḣγ(Rn).

In [19] the authors consider only odd dimensions n > 3, but the proof of
this lemma goes without any change for even dimensions. We deduce from (4.1)
the following estimate.

Lemma 5. Let γ 6
n− 1

2
and ϕ ∈ C∞

0 (Rn). Then

(4.2)

∫

R

‖ϕU0(t)f‖2
Ḣγ(Rn)

dt 6 C(ϕ, n, γ)‖f‖2
Ḣγ (Rn)

, f ∈ Ḣγ(R
n).

Following estimates (1.4) and (4.2), we will establish the L2 integrability
of the local energy which take the following form:

Theorem 12. Assume n > 4 even and (H1), (H2) fulfilled. Then, for
all ϕ ∈ C∞

0 (|x| 6 ρ+ 1), we have

(4.3)

∫ ∞

0
‖ϕU(t, 0)f‖2

Ḣ1(Rn)
dt 6 C(T,ϕ, n, ρ)‖f‖2

Ḣ1(Rn)
.

P r o o f. Choose f ∈ Ḣ1(R
n) and χ ∈ C∞

0 (|x| < ρ+ 1) such that χ = 1 for

|x| 6 ρ+
1

2
and 0 6 χ 6 1. Notice that

(4.4) ϕU(t, 0)f = ϕU(t, 0)χf + ϕU(t, 0)(1 − χ)f.

Then, combining estimates (1.4) and (4.1), we deduce (4.2) (see the proof of
Theorem 4 in [10]). �

P r o o f o f T h e o r e m 2. Applying the equivalence of assumptions (H2)
and (H3) for n > 3 odd, we obtain (1.9) for n > 3 odd (see Remark 1). Then,
combining estimates (4.3), (1.4) and the local estimates (1.8), we deduce (1.9)
for n > 4 even (see [10] for more details). �

5. Examples of metrics a(t, x). In this section we will apply the re-
sults for non-trapping metrics independent of t to construct time periodic metrics
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such that conditions (H1) and (H2) are fulfilled. Consider the following condition

(5.1)
2a

ρ
− |at|√

inf a
− |ar| > β > 0

with β independent of t and x. It has been established that assumption (H1) is
fulfilled if a(t, x) satisfies (5.1) (see [10]). Thus, we suppose that a(t, x) satisfies
(5.1) and we will introduce conditions that imply (H2). In [16] and [17], Metcalfe
and Tataru have established local energy decay for the solution of wave equation
with time dependent perturbations, by assuming that the perturbations of the
D’Alambertian (a(t, x) − 1 for the problem (1.1)) is sufficiently small. Set

D0 = {x : |x| 6 2}, Dj = {x : 2j 6 |x| 6 2j+1}, j = 1, 2, · · ·

and

Aj = R ×Dj .

For (1.1), the main assumption of [16] and [17] takes the form

∞
∑

j=0

(

sup
(t,x)∈Aj

[

〈x〉2
∥

∥∂2
xa(t, x)

∥

∥ + 〈x〉 |∇xa(t, x)| + |a(t, x) − 1|
]

)

6 ε

with ε > 0 sufficiently small. For ε sufficiently small, this condition implies that
(1.1) is non-trapping (see [17]). Thus, Metcalfe and Tataru have shown local
energy decay by modifying the size of one parameter of the metric. Following
this idea, we will establish examples of metrics such that (H2) is fulfilled by
modifying the size T of the period of a(t, x). This choice is justified by the
properties of U(t, s).

Let T1 > 0 and let (aT )T>T1 be a family of functions such that aT (t, x)
is T -periodic with respect to t and aT (t, x) satisfies (1.2) and (5.1). Moreover,
assume that

(5.2) aT (t, x) = a1(x), t ∈ [T1, T ], x ∈ R
n.

Notice that (5.1) implies that a1(x) is non-trapping (see [10]). We will show that
for T sufficiently large (H2) will be fulfilled for a(t, x) = aT (t, x). Notice that for
n > 3 odd , it has been proved in [10] that, for T large enough, (5.1) and (5.2)
imply (H3). Combing this result with Theorem 3, we find that, for n > 3 odd
and for T large enough, (5.1) and (5.2) imply (H2). It remains only to treat the
case n > 4 even.
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Consider the following Cauchy problem

(5.3)

{

vtt − divx(a1(x)∇xv) = 0,
(v, vt)(0) = f,

and the associated propagator

V(t) : Ḣ1(R
n) ∋ f 7−→ (v, vt)(t) ∈ Ḣ1(R

n).

Let u be solution of (1.1). For T1 6 t 6 T we have

∂2
t u− divx(a1(x)∇xu) = ∂2

t u− divx(aT (t, x)∇xu) = 0.

It follows that for a(t, x) = aT (t, x) we get

(5.4) U(t, s) = V(t− s), T1 6 s < t 6 T.

The asymptotic behavior, when t → +∞, of the local energy of (1.1), assuming
a(t, x) is independent of t, has been studied by many authors (see [28], [27] and
[31]). It has been proved that, for non-trapping metrics and for n > 3, the local
energy decreases. To prove (H2), we will apply the following result.

Theorem 13. Assume n > 4 even. Let ϕ1, ϕ2 ∈ C∞
0 (Rn). Then, we

have

(5.5) ‖ϕ1V(t)ϕ2‖L(Ḣ1(Rn)) 6 Cϕ1,ϕ2 〈t〉1−n ,

with Cϕ1,ϕ2 > 0 independent of t.

Estimate (5.5) has been established by Vainberg in [28], [27] but also by
Vodev in [30] and [31]. For n > 4 even we will use the following identity.

Lemma 6. Let ψ ∈ C∞
0 (|x| 6 ρ + 1 + T1) be such that ψ = 1, for

|x| 6 ρ+
1

2
+ T1. Then, we have

(5.6) U(T1, 0) − V(T1) = ψ(U(T1, 0) − V(T1)) = (U(T1, 0) − V(T1))ψ.

P r o o f. Choose g ∈ Ḣ1(R
n) and let w be the function defined by

(w,wt)(t) = U(t, 0)(1 − ψ)g. The finite speed of propagation implies that, for

0 6 t 6 T1 and |x| 6 ρ+
1

2
, we have w(t, x) = 0. Then, we obtain

(5.7) divx(a1(x)∇x) = ∆x = divx(a(t, x)∇x), for |x| > ρ.
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Thus, w is solution on 0 6 t 6 T1 of the problem
{

wtt − divx(a1(x)∇xw) = 0,

(w,wt)(0) = (1 − ψ)g

and it follows that

(5.8) (U(T1, 0) − V(T1))(1 − ψ) = 0.

Now, let u and v be the functions defined by (u, ut)(t) = U(t, 0)g and (v, vt)(t) =
V(t)g with g ∈ Ḣ1(R

n). Applying (5.7), we can easily show that on (1 − ψ)u is
the solution of

{

∂2
t ((1 − ψ)u)) − ∆x((1 − ψ)u)) = [∆x, ψ]u,

(((1 − ψ)u), ((1 − ψ)u)t)(0) = (1 − ψ)g,

and (1 − ψ)v is the solution of
{

∂2
t (((1 − ψ)v)) − ∆x((1 − ψ)v)) = [∆x, ψ]v,

(((1 − ψ)v), ((1 − ψ)v)t)(0) = (1 − ψ)g.

We have

(5.9) (1 − ψ)(U(T1, 0) − V(T1)) = 0.

Combining (5.8) and (5.9), we get (5.6). �

From now on, we consider the cut-off function ψ ∈ C∞
0 (|x| 6 ρ+ 1 + T1)

such that ψ = 1, for |x| 6 ρ+
1

2
+ T1.

Lemma 7. Assume n > 4 even and let (aT )T>T1 satisfy (5.1) and (5.2).
Then, for T large enough and for a(t, x) = aT (t, x), we have

(5.10) U(NT, 0)ψ = V(NT )ψ +
N−1
∑

k=0

V(kT + T − T1)B
k
N , N > 1,

where, for all N > 1 and all k ∈ {0, . . . , N − 1}, Bk
N satisfies

(5.11)















Bk
N = ψBk

N ,

‖Bk
N‖L(Ḣ1(Rn)) 6

C

(N − k) ln2(N − k + e)

with C > 0 independent of N , k and T .
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P r o o f. We will show (5.10) and (5.11), by induction. First, set

B0
1 = U(T1, 0) − V(T1).

We deduce from (5.6) that

(5.12) B0
1 = ψB0

1 = B0
1ψ.

Moreover, statement (5.4) implies

(5.13) U(T, 0) = V(T − T1)U(T1, 0) = V(T − T1)B
0
1 + V(T ).

Combining (5.12) and (5.13), we can see that (5.10) is true for N = 1. Now,
assume (5.10) and (5.11) hold for N > 1. Set S = U(T1, 0) − V(T1). Using(5.6)
we get

(5.14) S = ψS = Sψ.

Then, we obtain

U((N + 1)T, 0)ψ = U(T, 0)U(NT, 0)ψ = (V(T ) + V(T − T1)S)U(NT, 0)ψ.

The induction assumption yields

U((N + 1)T, 0)ψ = (V(T ) +V(T − T1)S)

(

V(NT )ψ +
N−1
∑

k=0

V(kT + T − T1)B
k
N

)

,

where, for all k ∈ {0, . . . , N − 1}, Bk
N satisfies (5.11). It follows that

(5.15) U((N + 1)T, 0)ψ = V((N + 1)T )ψ +

N
∑

k=0

V(kT + T − T1)B
k
N+1,

where, for all k ∈ {1, . . . , N}, Bk
N+1 = Bk−1

N and

B0
N+1 =

N−1
∑

k=0

SV(kT + T − T1)B
k
N + SV(NT )ψ.

The induction assumption implies that, for all k ∈ {1, . . . , N}, Bk
N+1 = Bk−1

N

satisfies (5.11). To conclude, it only remain to show that B0
N+1 satisfies (5.11).

First, (5.15) implies

(5.16) B0
N+1 = ψB0

N+1
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and we get

(5.17) B0
N+1 =

N−1
∑

k=0

SψV(kT + T − T1)ψB
k
N + SψV(NT )ψ.

Estimate (5.11) implies that, for k ∈ {0, . . . , N − 1}, we have

(5.18) ‖Bk
N‖L(Ḣ1(Rn)) 6

C

(N − k) ln2(N − k + e)
,

with C > 0 independent of k, N and T . From (5.5), for all k ∈ {0, . . . , N}, we
obtain

‖ψV(kT + T − T1)ψ‖L(Ḣ1(Rn)) 6
Cψ

(kT + 1 + T − T1) ln2(kT + (T − T1) + e)
.

If we choose T > 2, the last inequality becomes

(5.19) ‖ψV(kT + T − T1)ψ‖L(Ḣ1(Rn)) 6
C1

T (k + 1) ln2(k + 1 + e)
,

where C1 = 2C(T1) is independent of k, N and T . Notice that ‖S‖ is independent
of T , k and N . Combining representation (5.17) and estimates (5.18), (5.19), we
find
(5.20)

‖B0
N+1‖L(Ḣ1(Rn)) 6

C1C

T

N−1
∑

k=0

1

(N − k) ln2(N − k + e)
· 1

(k + 1) ln2(k + 1 + e)

+
C1

(NT + 1) ln2(N + 1 + e)
.

Thus, we get

(5.21) ‖B0
N+1‖L(Ḣ1(Rn)) 6

4CC1C2 + 2C1

T
· 1

(N + 1) ln2(N + 1 + e)
.

It follows from estimate (5.21) and statement (5.16) that if we choose T such that

T > 2 and
4CC1C2 + 2C1

T
6 C, B0

N+1 will satisfy (5.11). Since the value of T

is independent of N , by combining this result with (5.12) and (5.13), we deduce
that (5.10) and (5.11) hold for all N > 1. �

From now on, we set β ∈ C∞
0 (|x| 6 ρ+

1

4
) such that β = 1 for |x| 6 ρ+

1

5
.
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Lemma 8. Assume n > 4 even and let (aT )T>T1 satisfy (5.1) and (5.2).
Let s ∈ [T1, T ]. Then, for T large enough and a(t, x) = aT (t, x), we obtain

(5.22) U(NT, s)β = V(NT − s)β +

N−1
∑

k=0

V(kT + T − T1)D
k
N (s), N > 2,

where, for all N > 2 and all k ∈ {0, . . . , N − 1}, Dk
N (s) satisfies

(5.23)















Dk
N (s) = ψDk

N (s),

‖Dk
N (s)‖L(Ḣ1(Rn)) 6

C

(N − k) ln2(N − k + e)

with C > 0 independent of s, N , k and T .

P r o o f. Since s ∈ [T1, T ], we have U(T, s) = V(T − s). It follows that

U(2T, s)β = (V(T ) + V(T − T1)S)V(T − s)β = V(2T − s)β + V(T − T1)D
1
2(s),

where D1
2(s) = SV(T − s)β. Taking into account estimate (5.5), it is easy to

see that D1
2(s) satisfies (5.23) for N = 2. Consequently, repeating the arguments

used for proving (5.10) and (5.11), we deduce that for T large enough (5.22) and
(5.23) are satisfied for all integers N > 2. �

Lemma 9. Assume n > 4 even and let (aT )T>T1 satisfy (5.1) and (5.2).
Assume also that conditions (5.10), (5.11), (5.22) and (5.23), are fulfilled for
T > 2 and a(t, x) = aT (t, x). Then, for all N > 1, ϕ1 ∈ C∞

0 (|x| 6 ρ + 1 + 3T )
and all 0 6 s 6 NT , we have

(5.24) ‖ϕ1U(NT, 0)ψ‖ 6
C

(N + 1) ln2(N + e)
,

(5.25) ‖ϕ1U(NT, s)β‖ 6
C ′

(NT − s+ 1) ln2(NT − s+ e)

with C,C ′ > 0 independent of s and N .

P r o o f. Since T > 2, estimate (5.5) implies

(5.26) ‖ϕ1V(kT )ϕ2‖L(Ḣ1(Rn)) 6
C2

(k + 1) ln2(k + e)
, k ∈ N,

with C2 independent of k. The representation (5.10) can be written in the form

ϕ1U(NT, 0)ψ = ϕ1V(NT )ψ +

N−1
∑

k=0

ϕ1V(kT + T − T1)ψB
k
N .
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Combining this representation with estimates (5.11) and (5.26), we get

‖ϕ1U(NT, 0)β‖L(Ḣ1(Rn)) 6
C3

(N + 1) ln2(N + e)

+ C ′
3

N−1
∑

k=0

1

(N − k) ln2(N − k + e)
· 1

(k + 1) ln2(k + 1 + e)

and this estimate implies (5.24). Let s ∈ [0, NT ] and let l ∈ {0, . . . , N} be such
that s = lT + s′, with 0 6 s′ < T . We have U(NT, s) = U((N − l)T, s′). We start
by assuming s′ ∈ [T1, T ]. Applying (5.22) and (5.23), for N − l > 2 we obtain

(5.27) ϕ1U(NT, s)β = ϕ1U((N − l)T, s′)β

= ϕ1V((NT − s)β +

N−l−1
∑

k=0

ϕ1V(kT + T − T1)ψD
k
N (s′),

where Dk
N (s′) satisfying (5.23). Combining estimates (5.23), (5.5) and the repre-

sentation (5.27), we obtain

‖ϕ1U(NT, s)β‖L(Ḣ1(Rn)) 6
C4

(N − l + 1) ln2(N − l + e)

+ C ′
4

N−l−1
∑

k=0

1

(N − l − k) ln2(N − l − k + e)
· 1

(k + 1) ln2(k + 1 + e)
,

with C4, C
′
4 > 0 independent of l, s′ and N . Thus, we get

(5.28) ‖ϕ1U(NT, s)β‖ 6
C5

(N − l + 1) ln2(N − l + e)
.

Notice that

(N − l + 1) ln2(N − l + e)

(NT − s+ T ) ln2(NT − s+ Te)
6 C6

with C6 independent of s, N and l. Consequently, condition (5.28) implies (5.25).
For N − l = 1, we have U(NT, s) = V(NT − s) and we deduce easily (5.25).

Now, assume s′ ∈ [0, T1]. The finite speed of propagation implies

ϕ1U(NT, s)β = ϕ1U((N − l)T, s′)β = ϕ1U((N − l)T, 0)ψU(0, s′)β

and we obtain (5.25) by applying (5.24). �
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Theorem 14. Assume n > 4 even and let (aT )T>T1 satisfy (5.1) and
(5.2). Then, for T large enough and for a(t, x) = aT (t, x), assumption (H2) is
fulfilled.

P r o o f. Choose T > 2 such that conditions (5.10), (5.11), (5.22) and
(5.23) are fulfilled, and set ϕ1, ϕ2 ∈ C∞

0 (|x| 6 ρ + 2 + 3T ) satisfying ϕi = 1 for
|x| 6 ρ + 3T + 1, i = 1, 2. Let χ ∈ C∞

0 (|x| 6 ρ + 1
4) be such that χ = 1, for

|x| 6 ρ+ 1
5 . Consider the following representation

(5.29) ϕ1U(NT, 0)ϕ2 = ϕ1U(NT, 0)χϕ2 + ϕ1U(NT, 0)(1 − χ)ϕ2.

For the first term on the right hand side of equality (5.29), by applying (5.24),
we obtain

‖ϕ1U(NT, 0)χϕ2‖ 6
C ′

(N + 1) ln2(N + e)

with C ′ > 0 independent of N . Let v be the function defined by (v(t), vt(t)) =
V(t)g. Applying (5.7), we can see that w = (1 − χ)v is solution of

{

∂2
tw − divx(a∇xw)) = [∆x, χ]v,

(w,wt)(0, x) = (1 − ψ(x))g(x).

Thus, we get the following representation

U(NT, 0)(1 − χ) = (1 − χ)V(NT ) −
∫ NT

0
U(NT, s)QV(s)ds,

where

Q =





0 0

[∆x, χ] 0



 .

Since β = 1 on suppχ, we can rewrite this representation in the following way

U(NT, 0)(1 − χ) = (1 − χ)V(NT ) −
∫ NT

0
U(NT, s)βQβV(s)ds.

It follows

‖ϕ1U(NT, 0)(1 − χ)ϕ2‖L(Ḣ1(Rn)) 6 ‖ϕ1(1 − χ)V(NT )ϕ2‖L(Ḣ1(Rn))

+ C

∫ NT

0
‖ϕ1U(NT, s)β‖L(Ḣ1(Rn))‖βV(s)ϕ2‖L(Ḣ1(Rn))ds.
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Estimates (5.24), (5.25) and (5.5), imply

(5.30) ‖ϕ1U(NT, 0)ϕ2‖L(Ḣ1(Rn)) 6
C

(N + 1) ln2(N + e)

+ C ′

∫ NT

0

1

(NT − s+ 1) ln2(NT − s+ e)
· 1

(s+ 1) ln2(s+ e)
ds

and we get

‖ϕ1U(NT, 0)ϕ2‖L(Ḣ1(Rn))

6
C

(N + 1) ln2(N + 1 + e)
+

2C1
(

NT
2 + 1

)

ln2
(

NT
2 + e

) , N ∈ N.

It follows that

(5.31)

+∞
∑

N=0

‖ϕ1U(NT, 0)ϕ2‖L(Ḣ1(Rn)) < +∞.

Applying (2.2) for all θ ∈ C satisfying Im(θ) > AT , we obtain

(5.32) Rϕ1,ϕ2(θ) = ϕ1(U(T, 0) − e−iθ)−1ϕ2 = −eiθ
∞
∑

N=0

ϕ1U(NT, 0)ϕ2e
iNθ.

The conditions (5.31) and (5.32) imply that the operator Rψ1,ψ2(θ) admits an
holomorphic continuation from {θ ∈ C : Im(θ) > A} to {θ ∈ C : Im(θ) > 0}
and Rψ1,ψ2(θ) admits a continuous extension from {θ ∈ C : Im(θ) > 0} to
{θ ∈ C : Im(θ) > 0}. The proof is complete. �
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