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The PhD thesis examines the discrete transforms and some of their applications in the calculations of the parameters of linear codes. Developed in the 1960s, the fast transforms play a key role for the efficiency of computational algorithms. Although widespread in noise protection coding and signal processing, the fast discrete transforms still have illimitable potential for application in various fields of science and technology.

## Preface

The core nature of some discrete transforms is the multiplication of a matrix by vector. The specific character of a particular transformation depends on what type of matrix is used. For the purposes of fast algorithms the main transform matrix has been represented as a product of sparse matrices whose rows consist mostly of zeros except a few elements, for example with value 1 or -1 . This leads to algorithms that are much more effective than the usual matrix by vector multiplication [11, 14, 26]. A survey of fast transforms and their applications can be found in [5, 12, 19, 27].

Historically, Walsh functions arose as a discrete analogue of the orthonormal system of trigonometric functions, and the Walsh-Hadamard transform-as an analogue of the Fourier transform [30]. The Walsh-Hadamard transform is applied to the study of combinatorial configurations such as the Boolean and vector Boolean functions $[8,9]$, binary linear codes [17] and others.

The Vilenkin-Chrestenson functions [10, 29] and their corresponding transform are a generalization of Walsh functions and Walsh transform in complex numbers. They take as a base a $q$-th primitive complex root of unity. The transform is applicable in combinatorial configurations over prime finite fields [17, 18].

It is appropriate to use the trace transform for linear codes over composite finite fields [1, 18]. A primitive complex root of unity of degree characteristic of the field is taken as a base. In calculations, instead of the inner product, its trace is used.

The problem set to be solved by the dissertation thesis is to find effective algorithms for calculating the weight distribution and the covering radius of a linear code over a finite field by using a characteristic vector.

The linear codes are defined as linear subspaces of the $n$-dimensional linear space over a finite field. They are constructed and used in the terms of generator matrix whose rows are a basis of the subspace. Computing the parameters of the code (weight distribution, minimal distance, covering radius) using a given generator (or parity check) matrix presents the basic problem in many aspects of Coding Theory. Detecting (correcting) errors in information transmission is one of the
goals in Coding Theory, and the determining factor for this is the minimum weight and covering radius of the chosen linear code. Coding Theory is systematically constructed, for example in $[2,4,15,22,24]$.

The study was motivated by the results and ideas of Mark Karpovsky [17, 18] on applying fast discrete transforms to find the weight distribution and covering radius of a linear code. For binary linear codes, Karpowsky applies the WalshHadamard transform. As a generalization for non-binary linear codes, he suggests the application of the Vilenkin-Chrestenson transform (for prime fields) and the trace transform (for composite fields).

A significant contribution of the present work is that the calculations have been done over a maximal set of nonproportional vectors. On the one hand this is enough for determining the weight enumerator and other parameters of the linear code, on the other hand it decreases the complexity of the algorithms and the size of used memory. For the purpose, the generator (parity check) matrix that determines the linear code is represented by the characteristic vector of of the columns of the matrix by counting the number of the columns belonging to the respective points of projective geometry. The construction is rather useful when the number of the rows of the matrix is substantially smaller than the numbers of the columns.

In Chapter 1 the basic concepts are described. In Section 1, some definitions and propositions for finite fields are introduced-such as trace, self-dual basis etc. In Section 2, basic definitions and propositions for linear codes are given. In Section 3, Walsh-Hadamard transform is shown. In Section 4, methods for representation of Kroneker product as a product of sparse matrices are given. This technique is the basis for fast transforms and the corresponding butterfly algorithms. In Section 5 , Vilenkin-Chrestenson transform is described. In Section 6, trace transform is described.

In Chapter 2 a developed algorithm for calculating the weight distribution of a linear code over finite prime filed is described. In Section 1, a special type of a generator matrix of the simplex code is described and a concept of characteristic vector with respect to the simplex code is defined. In Section 2, the concept of characteristic distribution is defined and its properties are deduced. The relation between the characteristic distribution and the weight distribution is shown. In Section 3, the developed algorithm for computing the characteristic distribution is described in details. In Section 4, the concept of reduced characteristic distribution is defined and the relation between the reduced characteristic distribution and the weight distribution is given. The reduced characteristic distribution is a generalization of the Walsh spectra. In Section 5, the complexity of the proposed algorithm is computed and an experimental results are presented.

In Chapter 3 methods for computing the weight distribution where the linear
code is over composite finite field are considered. In Section 1, the problem is reduced to the problem for computing the weight distribution of a linear code over a prime field by the concept of trace code. In the other sections, the trace transform [1] is used as a base. In section 2, the standard approach by trace transform of extended characteristic vector is commented. A more effective algorithm when the elements of the field are lexicographically ordered with respect to a self-dual basis are shown. In Sections 3 and 4, an improved algorithm for computing the trace transform is described. This algorithm uses the characteristic vector with respect to the simplex code. In Section 3, the improved algorithm is motivated analytically on a base of matrices and, in Section 4, a detailed description is given and the complexity is computed.

In Chapter 4 some methods for computing the covering radius of a linear code by discrete transforms are described. The decision proposed by Karpovsky for binary codes [18] is generalized and improved. The concept of reduced distribution of a vector is defined. It is a variant of generalization of Walsh-Hadamard transform. In Section 1, focus is put on linear codes over prime finite fields and the VilenkinCherestenson transform is applied. In Section 2, some results for composite finite fields are described and the trace transform is applied.
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## 1 Preliminaries

### 1.1 Finite fields

Let $\mathbb{F}_{q}$ be a finite field with $q$ elements and the prime $p$ be its characteristic. Theory of finite fields is systematically built for example in [21, 23].

Definition 1.1. Let $K=\mathbb{F}_{q}, F=\mathbb{F}_{q^{m}}$ and $\alpha \in F$. The trace $\operatorname{Tr}_{F / K}(\alpha)$ of $\alpha \in F$ over $K$ is defined by

$$
\operatorname{Tr}_{F / K}(\alpha)=\alpha+\alpha^{q}+\alpha^{q^{2}}+\ldots+\alpha^{q^{m-1}}
$$

If $K$ is the prime subfield of $F$, then $\operatorname{Tr}_{F / K}(\alpha)$ is called the absolute trace of $\alpha$ and denoted by $\operatorname{Tr}_{F}(\alpha)$.

In the dissertation only absolute trace is used and for short it will be called the trace. If the subfield is clear then the trace will be denoted by $\operatorname{Tr}(\alpha)$.

Definition 1.2. Two bases $\beta_{1}, \ldots, \beta_{m} \in F$ and $\beta_{1}^{\prime}, \ldots, \beta_{m}^{\prime} \in F$ of the field $F$ over the field $K$ are called dual, if for $1 \leq i, j \leq m$

$$
\operatorname{Tr}_{F / K}\left(\beta_{i} \beta_{j}^{\prime}\right)=\left\{\begin{array}{lll}
0, & \text { if } & i \neq j, \\
1, & \text { if } & i=j
\end{array}\right.
$$

The basis that is dual to itself is called self-dual.
For every basis there exists an uniquely determined dual basis.
Theorem 1.1 ([25]). There exists a self-dual basis of the field $F=\mathbb{F}_{q^{m}}$ over $K=\mathbb{F}_{q}$ iff $q$ is even or both $q$ and $m$ are odd.

For the purposes of the dissertation, the elements of the field $\mathbb{F}_{q}$ are denoted respectively by $\alpha_{0}=0, \alpha_{1}, \ldots, \alpha_{q-1}$. Let they are ordered lexicographically over a fixed basis of the field over its prime subfield.

If $x \in \mathbb{F}_{q}^{k}$ then the coordinates of $x$ are denoted by subscripts, i.e. $x=$ $\left(x_{1}, x_{2}, \ldots, x_{k}\right)$. If two vectors $x$ and $x^{\prime}$ belong to the linear space $\mathbb{F}_{q}^{k}$, then their Euclidean scalar product is $\left\langle x, x^{\prime}\right\rangle=x_{1} x_{1}^{\prime}+x_{2} x_{2}^{\prime}+\cdots+x_{k} x_{k}^{\prime}$ where the operations are in the field $\mathbb{F}_{q}$. In the dissertation only Euclidean scalar product is used so it will be called simply the scalar product.

### 1.2 Linear codes

Definition 1.3. Every $k$-dimensional linear subspace $C$ of the linear space $\mathbb{F}_{q}^{n}$ is called $q$-ary linear $[n, k]$ code (or linear $[n, k]_{q}$ code). The parameters $n$ and $k$ are called the length and dimension of $C$, respectively, and the vectors in $C$ are called the codewords.

Definition 1.4. The (Hamming) weight $\mathrm{wt}(x)$ of the vector $x \in \mathbb{F}_{q}^{n}$ is the number of its nonzero coordinates.

Definition 1.5. For a given linear $[n, k]_{q}$ code $C$, the least nonzero weight of a codeword is called the minimum weight of the code $C$ and is denoted by $d$. If $A_{w}$ is the number of the codewords with length $w$ in $C, w=0,1, \ldots, n$, then the sequence $\left(A_{0}, A_{1}, \ldots, A_{n}\right)$ is called the weight distribution of $C$ and the polynomial $W(z)=\sum_{w=0}^{n} A_{w} z^{w}$ is called the weight enumerator of the code $C$.

Definition 1.6. Every $k \times n$ matrix $G$ whose rows form a basis of the linear $[n, k]_{q}$ code $C$ is called the generator matrix of the code $C$.

Definition 1.7. The matrix $H$ with size $(n-k) \times n$ that determines $C$ in a sense

$$
C=\left\{x \in \mathbb{F}_{q}^{n} \mid H x^{\mathrm{T}}=0\right\},
$$

is called the parity check matrix of the code $C$.
Definition 1.8. For the linear $[n, k]_{q}$ code $C$ and an arbitrary vector $x \in \mathbb{F}_{q}^{n}$ the set $x+C=\{x+c \mid c \in C\}$ is called a coset of the code $C$. The weight of a coset is the least weight of a vector in the coset and some vector with this the least weight in the coset is called the coset leader.

Definition 1.9. The syndrome of the vector $x \in \mathbb{F}_{q}^{n}$ with respect to the check matrix $H$ of a given linear $[n, k]_{q}$ code $C$ is the vector $\operatorname{syn}(x)=H x^{\mathrm{T}} \in \mathbb{F}_{q}^{n-k}$.

Definition 1.10. The maximal among the weights of the cosets of a linear $[n, k]_{q}$ code $C$ is called the covering radius of $C$ and is denoted by $R(C)$.

Theorem 1.2 ([15], Theorem 1.12.5). $R(C)$ is the smallest integer such that every nonzero syndrome is a linear combination of $s$ or fewer columns of the parity check matrix $H$, and some syndrome requires s columns.

Definition 1.11. A linear code of full length is a linear code without zero columns in its generator matrix.

The maximal number of pairwise linearly independent vectors in the linear space $\mathbb{F}_{q}^{k}$ is $\theta(q, k)=\frac{q^{k}-1}{q-1}$. This is the number of 1-dimensional linear subspaces of $\mathbb{F}_{q}^{k}$.
Definition 1.12. The matrix with size $k \times \theta(q, k)$ whose columns are pairwise linear independent vectors in $\mathbb{F}_{q}^{k}$ generate a linear $[\theta(q, k), k]_{q}$ code that is called the simplex code and is denoted by $\mathcal{S}_{q, k}$.

### 1.3 Discrete Walsh-Hadamard transform

Definition 1.13 ([17]). Let $f$ be a Boolean function of $k$ variables. The discrete Walsh-Hadamard transform of $f$ is the function $\widehat{f}: \mathbb{F}_{2}^{k} \rightarrow \mathbb{Z}$ defined by

$$
\begin{equation*}
\widehat{f}(\omega)=\sum_{x \in \mathbb{F}_{2}^{k}} f(x)(-1)^{\langle x, \omega\rangle}, \quad \omega \in \mathbb{F}_{2}^{k} \tag{1}
\end{equation*}
$$

Truth table of the function $\widehat{f}$ is called Walsh spectrum of the function $f$ and is denoted by $W_{f}$.

Transform matrices are defined inductively as follows

$$
H_{1}=\left(\begin{array}{rr}
1 & 1  \tag{2}\\
1 & -1
\end{array}\right), \quad H_{k}=\left(\begin{array}{rr}
H_{k-1} & H_{k-1} \\
H_{k-1} & -H_{k-1}
\end{array}\right), k>1 .
$$

Theorem 1.3. If $f$ is a Boolean function of $k$ variables then $W_{f}=H_{k} \cdot T T_{f}$.
Naturally, the definition 1.13 can be generalized for pseudo-Boolean functions, i.e. the functions $f: \mathbb{F}_{q}^{k} \rightarrow \mathbb{Z}$ that satisfy

$$
\begin{equation*}
\widehat{f}(\omega)=\sum_{x \in \mathbb{F}_{2}^{k}} f(x)(-1)^{\langle x, \omega\rangle}, \quad \omega \in \mathbb{F}_{2}^{k} \tag{3}
\end{equation*}
$$

Let $G$ be a generator matrix of a linear $[n, k]_{2}$ code and $f: \mathbb{F}_{2}^{k} \rightarrow \mathbb{Z}$ be a characteristic function such that $f(x)$ is the number of the columns of $G$ that is equal to $x$. In this case the Walsh-Hadamard transform $\widehat{f}$ corresponds to the weight of the codeword $\omega G$ as follows

$$
\begin{equation*}
\operatorname{wt}(\omega G)=\frac{n-\widehat{f}(\omega)}{2}, \omega \in \mathbb{F}_{2}^{k} \tag{4}
\end{equation*}
$$

This fact is mentioned by Karpovsky [17] in the case when there exists no zero columns and repeated columns in $G$, i.e. when the dual code has minimum weight greater than 2.

### 1.4 Kroneker product. Fast transforms

The Kroneker product of matrices $A=\left(a_{i j}\right)_{s_{1} \times t_{1}}$ and $B=\left(b_{i j}\right)_{s_{2} \times t_{2}}$ is the $s_{1} s_{2} \times t_{1} t_{2}$ matrix

$$
A \otimes B=\left(\begin{array}{cccc}
a_{11} B & a_{12} B & \ldots & a_{1 t_{1}} B \\
a_{21} B & a_{22} B & \ldots & a_{2 t_{1}} B \\
\ldots & & & \\
a_{s_{1} 1} B & a_{s_{1} 2} B & \ldots & a_{s_{1} t_{1}} B
\end{array}\right)
$$

The operation Kroneker product is not commutative.
For square matrix $M$ the $k$-th Kroneker power $\otimes^{k} M$ is defined by the recurrent formulae:

$$
\otimes^{2} M=M \otimes M, \quad \otimes^{k+1} M=M \otimes\left(\otimes^{k} M\right), k>1
$$

Good [14] shows that Kroneker product can be represented as usual product of rare matrices. The following theorem is a reformulation to the case of Kroneker power.

Theorem 1.4. Let $M$ be a square matrix of order $t$ and $k$ be a positive integer. Then

$$
\begin{equation*}
\otimes^{k} M=B_{1} \cdot B_{2} \cdots B_{k} \tag{5}
\end{equation*}
$$

where $B_{l}=I_{t^{l-1}} \otimes M \otimes I_{t^{k-l}}, 1 \leq l \leq k$ and $I_{s}$ is the identity matrix of order $s$.
Lechner [20] applies (5) to Walsh-Hadamard transform, but in reverse order of multipliers, and mentiones that factors commute. This is the statement of the following theorem.

Theorem 1.5. Factors in (5) commute. So their order does not matter.

### 1.5 Discrete Vilenkin-Chrestenson transform

Let $\xi$ be a primitive complex $q$-th root of unity. The Vilenkin-Chrestenson matrices of order $k$ are defined recurrently as follows:

$$
V_{1}=\left(\begin{array}{lllll}
1 & 1 & 1 & \ldots & 1  \tag{6}\\
1 & \xi & \xi^{2} & \ldots & \xi^{q-1} \\
1 & \xi^{2} & \xi^{4} & \ldots & \xi^{2(q-1)} \\
& \vdots & \vdots & & \vdots \\
1 & \xi^{q-1} & \xi^{2(q-1)} & \ldots & \xi^{(q-1)^{2}}
\end{array}\right), V_{k+1}=V_{1} \otimes V_{k}, k \in \mathbb{Z}, k \geq 1
$$

where $\otimes$ denotes Kroneker product. The elements of the matrix $V_{k}$ are of the type $v_{\omega}(x)=\xi^{\langle\omega, x\rangle}$ where $\omega, x \in \mathbb{Z}_{q}^{k}$ (the row and column indexes respectively) are lexicographically ordered.

Definition 1.14. Let $f: \mathbb{Z}_{q}^{k} \rightarrow \mathbb{C}$ be a function. The Vilenkin-Chrestenson transform of $f$ is the function $\widehat{f}: \mathbb{Z}_{q}^{k} \rightarrow \mathbb{C}$ defined by

$$
\begin{equation*}
\widehat{f}(\omega)=\sum_{x \in \mathbb{Z}_{q}^{k}} f(x) v_{\omega}(x), \quad \omega \in \mathbb{Z}_{q}^{k} \tag{7}
\end{equation*}
$$

A detailed information for this transform and other transforms related to Fourier transform can be found for example in [3, 13, 19].

Let $T T_{f}$ be a value vector of the function $f$ when the elements of $\mathbb{Z}_{q}^{k}$ are lexicographically ordered. This is an analogue of the truth table of Boolean functions, but here the coordinates of $T T_{\widehat{f}}$ are complexes. The value vectors of the functions $f$ and $\widehat{f}$ are connected by the equality

$$
T T_{\widehat{f}}=V_{k} \cdot T T_{f}
$$

In this way the Vilenkin-Chrestenson transform turns into matrix by vector multiplication.

Let $q$ be a prime, $G$ be a generator matrix of a linear $[n, k]_{q}$ code with full length and the function $f: \mathbb{F}_{q}^{k} \rightarrow \mathbb{Z}$ be defined by the number of the columns of $G$ that are proportional (with nonzero coefficient) to $x$. In this case the VilenkinChrestenson transform $\widehat{f}$ corresponds to the weight of the codeword $\omega G$ as follows

$$
\begin{equation*}
\operatorname{wt}(\omega G)=\frac{(q-1) n-\widehat{f}(\omega)}{q}, \omega \in \mathbb{F}_{q}^{k} \tag{8}
\end{equation*}
$$

### 1.6 Trace transform

A generalization of Walsh-Hadamard transform that is applied to linear codes over composite finite fields is proposed by Karpovsky [18]. He suggests to use this transform for computing the weight distribution of cosets.

Let $\mathbb{F}_{q}$ be a composite finite field where $q=p^{m}$ and $p$ be a prime.
In trace transform, the absolute trace of the scalar product is used instead of the scalar product in Vilenkin-Chrestenson transform [1, p. 367].

Let $\zeta$ be a primitive complex $p$-th root of unity and

$$
\begin{equation*}
\tau_{\omega}(x)=\zeta^{\operatorname{Tr}(\langle\omega, x\rangle)} \tag{9}
\end{equation*}
$$

for arbitrary $\omega, x \in \mathbb{F}_{q}^{k}$. As it was earlier mentioned, the natural homomorphism between $\mathbb{F}_{p}$ and complexes with absolute value 1 are used. The transform is determined by the matrix $T_{k}=\left(\tau_{\omega}(x)\right)$ with size $q^{k} \times q^{k}$ where the indexes $\omega, x \in \mathbb{F}_{q}^{k}$ are lexicographically ordered. By (9) transform of Fourier type is defined [1] that is called trace transform.

Definition 1.15. Let $\mathbb{F}_{q}$ be a finite field with $q$ elements, $q=p^{m}$ where $p$ is a prime and $\zeta$ be a primitive complex $p$-th root of unity. The trace transform of the function $f: \mathbb{F}_{q}^{k} \rightarrow \mathbb{C}$ is the function $\widehat{f}: \mathbb{F}_{q}^{k} \rightarrow \mathbb{C}$ that is defined by

$$
\begin{equation*}
\widehat{f}(\omega)=\sum_{x \in \mathbb{F}_{q}^{k}} f(x) \tau_{\omega}(x)=\sum_{x \in \mathbb{F}_{q}^{k}} f(x) \zeta^{\operatorname{Tr}(\langle\omega, x\rangle)}, \quad \omega \in \mathbb{F}_{q}^{k} \tag{10}
\end{equation*}
$$

The value tables of $f$ and $\widehat{f}$ are related by the equality

$$
T T_{\widehat{f}}=T_{k} \cdot T T_{f}
$$

For the matrices $T_{k}$ the following recurrence relation holds $T_{k+1}=T_{1} \otimes T_{k}$ and $T_{k}=\otimes^{k} T_{1}$ for $k \in \mathbb{N}$.

Definition 1.16. The value of the characteristic function $f_{G}(x)$ of a linear $[n, k]_{q}$ code $C$ with a generator matrix $G$ is the number of the columns of $G$ that are proportional (by nonzero coefficient) to $x$, for $x \in \mathbb{F}_{q}^{k}$.
Remark 1.1. Karpovsky [18] considers the extended matrix

$$
\begin{equation*}
G^{\prime}=\left(\alpha_{1} G\left|\alpha_{2} G\right| \ldots \mid \alpha_{q-1} G\right) \tag{11}
\end{equation*}
$$

where $G$ has no pairwise proportional columns, i.e. the minimum weight of the dual code is greater than 2 . In this case the characteristic function in the classic sense $f^{\prime}: \mathbb{F}_{q}^{k} \rightarrow \mathbb{F}_{2}$, that for every vector $x$ shows if it is the column of $G^{\prime}$, is the same as the above defined function $f_{G}$.

Theorem 1.6. Let $G$ be a generator matrix of a linear $[n, k]_{q}$ code with full length $C$. Then the weights of the codewords of $C$

$$
\begin{equation*}
\operatorname{wt}(\omega G)=\frac{(q-1) n-\widehat{f}(\omega)}{q}, \quad \omega \in \mathbb{F}_{q}^{k} \tag{12}
\end{equation*}
$$

where $\widehat{f}$ is the trace transform of the characteristic function $f_{G}$ of the code $C$.

## 2 An algorithm for computing the weight distribution of a linear code over a prime finite field using characteristic vector

In this chapter the prime finite field $\mathbb{F}_{q}=\mathbb{Z}_{q}=\{0,1,2, \ldots, q-1\}$ with fixed order of its elements $\alpha_{0}=0, \alpha_{1}=1, \alpha_{2}, \ldots, \alpha_{q-1}$ is considered.

By $\boldsymbol{\alpha}$ the vector $(\alpha, \alpha, \ldots, \alpha)=\alpha(1,1, \ldots, 1)$ with length by default and consisting of the same coordinates is denoted.

### 2.1 Characteristic vector of linear code

A special type of a generator matrix of the simplex code $\mathcal{S}_{q, k}$ that will mainly be used in dissertation is recurrently defined by the equalities:

$$
G_{1}=(1), \quad G_{k+1}=\left(\begin{array}{cccccc}
\mathbf{0} & \boldsymbol{\alpha}_{\mathbf{1}} & \boldsymbol{\alpha}_{\mathbf{2}} & \ldots & \boldsymbol{\alpha}_{\boldsymbol{q}-\mathbf{1}} & 1  \tag{13}\\
G_{k} & G_{k} & G_{k} & & G_{k} & \mathbf{0}^{\mathrm{T}}
\end{array}\right), k \in \mathbb{N} .
$$

Definition 2.1. The characteristic vector of the linear $[n, k]_{q}$ code $C$ with respect to a generator matrix $G$ is the vector

$$
\begin{equation*}
\chi(C, G)=\left(\chi_{1}, \chi_{2}, \ldots, \chi_{\theta(q, k)}\right) \in \mathbb{Z}^{\theta(q, k)} \tag{14}
\end{equation*}
$$

where $\chi_{u}$ is the number of the columns of $G$ that are equal to proportional (by nonzero coefficient) to the $u$-th column of the matrix $G_{k}, u=1,2, \ldots, \theta(q, k)$.

Below the characteristic vector is denoted for short by $\chi$ only, if the code $C$ and the generator matrix $G$ are clear from context.

For computing the weight distribution of the code $C$, it is enough to calculate the weights of the rows of the matrix $G_{k}^{\mathrm{T}} \cdot G$.

Let $M_{k}=G_{k}^{\mathrm{T}} \cdot G_{k}, k \in \mathbb{N}$, where multiplication is over $\mathbb{F}_{q}$. Below by $\mathcal{N}\left(M_{k}\right)$ the matrix obtained from $M_{k}$ by replacing the all nonzero elements by 1 is denoted. This matrix is called normalized matrix.

Lemma 2.1. Let $C$ be a linear $[n, k]_{q}$ code with a generator matrix $G$ and $\chi$ be a characteristic vector of $C$ with respect to $G$. Then the Hamming weight of the $i$-th row of the matrix $G_{k}^{\mathrm{T}} \cdot G$ (multiplication is over $\mathbb{F}_{q}$ ) is the $i$-th element of the column vector $\mathcal{N}\left(M_{k}\right) \cdot \chi^{\mathrm{T}}$ (multiplication is over $\mathbb{Z}$ ), $i=1, \ldots, \theta(q, k)$.

From (13) the recurrence relation of the matrices $M_{k}$ is obtained, namely: $M_{1}=(1)$ and for all $k \in \mathbb{Z}, k \geq 2$

$$
M_{k}=\left(\begin{array}{ccccc}
M_{k-1} & M_{k-1} & \ldots & M_{k-1} & \mathbf{0}^{\mathrm{T}}  \tag{15}\\
M_{k-1} & M_{k-1}+J & \ldots & M_{k-1}+\alpha_{q-1} J & \mathbf{1}^{\mathrm{T}} \\
M_{k-1} & M_{k-1}+\alpha_{2} J & \ldots & M_{k-1}+\alpha_{2} \alpha_{q-1} J & \boldsymbol{\alpha}_{\mathbf{2}}{ }^{\mathrm{T}} \\
\vdots & & & & \\
M_{k-1} & M_{k-1}+\alpha_{q-1} J & \ldots & M_{k-1}+\alpha_{q-1}^{2} J & \boldsymbol{\alpha}_{\boldsymbol{q - 1}}{ }^{\mathrm{T}} \\
\mathbf{0} & \mathbf{1} & \ldots & \boldsymbol{\alpha}_{\boldsymbol{q}-\mathbf{1}} & 1
\end{array}\right) .
$$

The matrix $J$ in the furmula above is $\theta(q, k-1) \times \theta(q, k-1)$ matrix consisting of ones.

### 2.2 Characteristic distribution

Definition 2.2. Let $\chi=\left(\chi_{1}, \ldots, \chi_{t}\right) \in \mathbb{Z}^{t}$ and $b=\left(b_{1}, \ldots, b_{t}\right) \in \mathbb{F}_{q}^{t}, t \in \mathbb{N}$. The characteristic distribution of a vector $b$ with respect to $\chi$ is the vector

$$
b^{[\chi]}=\left(\mu_{0}, \mu_{1}, \ldots, \mu_{q-1}\right) \in \mathbb{Z}^{q}
$$

where $\mu_{j}$ is the sum of the coordinates $\chi_{u}$ of the vector $\chi$ such that $b_{u}=\alpha_{j}$, $1 \leq u \leq t, j=0,1, \ldots, q-1$. If no coordinate of $b$ that is equal to $\alpha_{j}$ then $\mu_{j}=0$.

Definition 2.3. Let $s, t \in \mathbb{N}, \chi \in \mathbb{Z}^{t}, B \in \mathbb{F}_{q}^{s \times t}$ and $B_{1}, \ldots, B_{s}$ be the rows of the matrix $B$. The characteristic distribution of the matrix $B$ with respect to the vector $\chi$ is the matrix $B^{[\chi]} \in \mathbb{Z}^{s \times q}$ whose rows are $B_{1}^{[\chi]}, \ldots, B_{s}^{[\chi]}$.

Theorem 2.2. Let $C$ be a linear $[n, k]_{q}$ code of full length and $\chi$ be a characteristic vector of the code $C$ with respect to an its generator matrix. The $i$-th coordinate of $\mathcal{N}\left(M_{k}\right) \cdot \chi^{\mathrm{T}}$ is equal to $n-\mu_{0}$ where $\mu_{0}$ is the first coordinate of the characteristic distribution $c_{i}^{[\chi]}=\left(\mu_{0}, \mu_{1}, \ldots, \mu_{q-1}\right)$ of the $i$-th row $c_{i}$ of the matrix $M_{k}$ with respect to $\chi$.

Let the characteristic vector $\chi$ of a linear $[n, k]_{q}$ code $C$ be split to $q+1$ parts as follows

$$
\begin{equation*}
\chi=\left(\chi^{(0)}\left|\chi^{(1)}\right| \ldots\left|\chi^{(q-1)}\right| \chi^{(q)}\right) \tag{16}
\end{equation*}
$$

where $\chi^{(j)} \in \mathbb{Z}^{\theta(q, k-1)}, j=0, \ldots, q-1$ и $\chi^{(q)} \in \mathbb{Z}$. It is known that $\theta(q, k)=$ $q \theta(q, k-1)+1$. Then the following recurrence relation holds: $M_{k}^{[\chi]}=$

$$
\left(\begin{array}{cccccc}
M_{k-1}^{\left[\chi^{(0)}\right]} & + & M_{k-1}^{\left[\chi^{(1)}\right]} & +\cdots+ & M_{k-1}^{\left[\chi^{(q-1)}\right]} & +  \tag{17}\\
M_{k-1}^{\left[\chi^{(0)}\right]} & + & \operatorname{SR}\left(M_{k-1}^{\left[\chi^{(1)}\right]}\right) & +\cdots+ & \mathrm{SR}_{\alpha_{q-1}}\left(M_{k-1}^{\left[\chi^{(q-1)}\right]}\right) & + \\
M_{k-1}^{\left[\chi^{(0)}\right]} & + & \mathrm{SR}_{\alpha_{2}}\left(M_{k-1}^{\left[\chi^{(1)}\right]}\right) & +\cdots+ & \mathrm{SR}_{\alpha_{2} \alpha_{q-1}}\left(M_{k-1}^{\left[\chi^{(q)}\right]}\right) \\
& & & \vdots & & \boldsymbol{\alpha}_{\mathbf{2}}{ }^{\mathrm{T}\left[\chi^{(q)}\right]} \\
M_{k-1}^{\left[\chi^{(0)}\right]} & + & \mathrm{SR}_{\alpha_{q-1}}\left(M_{k-1}^{\left[\chi^{(1)}\right]}\right) & +\cdots+ & \mathrm{SR}_{\alpha_{q-1}^{2}}\left(M_{k-1}^{\left[\chi^{(q-1)}\right]}\right) & \\
\mathbf{0}^{\left[\chi^{(0)}\right]} & + & \mathbf{1}^{\left[\chi^{(1)}\right]} & +\cdots+ & \boldsymbol{\alpha}_{\boldsymbol{q - 1}}{ }^{\mathrm{T}\left[\chi^{(q)}\right]} \\
\boldsymbol{\alpha}_{\boldsymbol{q}-1}\left[\chi^{(q-1)}\right] & + & 1^{\left[\chi^{(q)}\right]}
\end{array}\right)
$$

where by SR the operation circular shift right is denoted.
Thus one cam use only permutations and additions to calculate $M_{k}^{[\chi]}$ from $M_{k-1}^{\left[\chi^{(0)}\right]}, M_{k-1}^{\left[\chi^{(1)}\right]}, \ldots, M_{k-1}^{\left[\chi^{(q-1)}\right]}$ and $\chi^{(q)}$. Moreover $\mathbf{1}^{[\chi]}, \ldots, \boldsymbol{\alpha}_{\boldsymbol{q}-1}{ }^{[\chi]}$ can be obtained from $0^{[\chi]}$ by the operation SR.

Definition 2.4. Let $k \in \mathbb{N}$ and $\chi=\left(\chi_{1}, \ldots, \chi_{\theta(q, k)}\right) \in \mathbb{Z}^{\theta(q, k)}$. The partial characteristic distribution $M_{k}^{[\chi]}(l)$ for $l=1, \ldots, k$ is recursively defined as follows

1. $M_{k}^{[\chi]}(k)=M_{k}^{[\chi]}$.
2. If $1 \leq l<k$ and the vector $\chi$ is split to the $q+1$ part as in (16) then $M_{k}^{[\chi]}(l)$ is calculated by the formula

$$
M_{k}^{[\chi]}(l)=\left(\begin{array}{l}
M_{k-1}^{\left[\chi^{(0)}\right]}(l) \\
M_{k-1}^{\left[\chi^{1}\right]}(l) \\
\cdots \\
M_{k-1}^{\left[\chi^{(q-1)}\right]}(l) \\
M_{1}^{\left[\chi^{(q)}\right]}
\end{array}\right) .
$$

The matrix $M_{k}^{[\chi]}(1)$ is with size $\theta(q, k) \times q$ and rows $M_{1}^{\left[\chi_{u}\right]}, u=1, \ldots, \theta(q, k)$. Because of $M_{1}=(1)$, so the columns of the matrix $M_{k}^{[\chi]}(1)$ are zero vectors except the second that equals to $\chi^{\mathrm{T}}$.

The last row of the matrix $M_{k}^{[\chi]}(l)$ is the same for $l=1, \ldots, k-1$, namely $M_{1}^{\left[\chi^{(q)}\right]}$. Furthermore, the row before the last one in $M_{k}^{[\chi]}(l)$ is the same for $l=$ $1, \ldots, k-2$. Actually, for all $l<k$ there are some rows that save themselves in all matrices $M_{k}^{[\chi]}\left(l^{\prime}\right)$ for $1 \leq l^{\prime}<l$. These rows are called inactive rows. There exist exactly $\theta(q, k-l)$ inactive rows in $M_{k}^{[\chi]}(l), l=2, \ldots, k-1$.

### 2.3 An algorithm for computing the characteristic distribution

In this section the developed algorithm for computing $M_{k}^{[\chi]}$ by consequently calculating $M_{k}^{[\chi]}(1), M_{k}^{[\chi]}(2), \ldots, M_{k}^{[\chi]}(k-1), M_{k}^{[\chi]}(k)$ is presented.

The algorithm consists of three main transformations that are called ADD0, LastRow and AllRows. These transformations are explained for $l=k$ below. The computation begins by

1. ADD0: First, the operation circular shift left over the last row of the matrix $M_{k}^{[\chi]}(k-1)$ is applied. The resulted vector $\operatorname{lcs}\left(M_{1}^{\left[\chi^{(q)}\right]}\right)=\left(\chi^{(q)}, 0, \ldots, 0\right)=$ $0^{\left[\chi^{(q)}\right]}$ is added to every row of the matrix $M_{k-1}^{\left[\chi^{(1)}\right]}$.
2. LastRow: The last row of the matrix $M_{k}^{[\chi]}(k)$ that is equal to

$$
\begin{aligned}
M_{k}^{[\chi]} l a s t & =\left(\mathbf{0}^{\left[\chi^{(0)}\right]}+\mathbf{1}^{\left[\chi^{(1)}\right]}+\cdots+\boldsymbol{\alpha}_{\boldsymbol{q}-1}\left[\chi^{(q-1)}\right]+1^{\left[\chi^{(q)}\right]}\right) \\
& =\left(\sum_{u=1}^{\theta_{0}} \chi_{u}, \chi^{(q)}+\sum_{u=\theta_{0}+1}^{2 \theta_{0}} \chi_{u}, \ldots, \sum_{u=\theta_{1}-\theta_{0}}^{\theta_{1}-1} \chi_{u}\right)
\end{aligned}
$$

has been calculated, where $\theta_{0}=\theta(q, k-1)$ and $\theta_{1}=\theta(q, k)$.
3. AllRows: In the core of this transformation $q$ rows AllRows[ $j$ ], $j=$ $0,1, \ldots, q-1$, of the matrix $M_{k}^{[\chi]}$ have been computed. For this purpose, a help array TEMP with size $q \times q$ has been used. The vectors AllRows[ $j$ ] have been calculated fron TEMP by the formulae

$$
\begin{aligned}
\text { AlLRows }[0](\mathrm{TEMP})= & \operatorname{TEMP}[0]+\operatorname{TEMP}[1]+\cdots+\operatorname{TEMP}[q-1], \\
\text { ALLRows }[j](\mathrm{TEMP})= & \operatorname{TEMP}[0]+S R_{\alpha_{j}}(\operatorname{TEMP}[1])+\cdots+ \\
& S R_{\alpha_{j} \alpha_{q-1}}(\operatorname{TEMP}[q-1]), j>0,
\end{aligned}
$$

where TEMP[0], TEMP[1], .., $\operatorname{TEMP}[q-1]$ are the rows of TEMP.
In the calculation of $M_{k}^{[\chi]}(l)$ from $M_{k}^{[\chi]}(l-1)$, inactive rows have been left unchanged and above formulae have been applied for obtaining the matrix $M_{l}^{\left[\chi^{\prime}\right]}(l)$ from the matrix $M_{l}^{\left[\chi^{\prime}\right]}(l-1)$ where $\chi^{\prime}$ is a suitable part of $\chi$.

To explain more formally the main algorithm one can introduce a matrix representation of the transform steps between the partial characteristic distributions.

Let all the rows of the matrix $M_{k}^{[\chi]}(l)$ be ordered in one vector with length $q \theta(q, k)$ that will be denoted by $\widetilde{M}_{k}^{[\chi]}(l), l=1, \ldots, k$. For shortness the notations $\widetilde{M}_{k}^{[\chi]}=\widetilde{M}_{k}^{[\chi]}(k)$ and $\widetilde{\chi}=\widetilde{M}_{k}^{[\chi]}(1)$ are used below.

In the next theorem the matrices of a few types are used, namely:

- The identity matrices $I_{s}$ of size $s \times s$.
- The permutation matrices $P_{j}$ of size $q \times q$ that realize the permutations $S R_{\alpha_{j}}$ respectively. In particular, $P_{0}=I_{q}, P_{1}=\left(\begin{array}{cc}\mathbf{0} & 1 \\ I_{q-1} & \mathbf{0}^{\mathrm{T}}\end{array}\right)$ and $P_{j}=P_{1}^{j}$.
- The matrices $E_{j}$ of size $q \times q, j=0,1, \ldots, q-1$, for which the $j+1$-st row of $E_{j}$ consists of 1's only and the other rows consist of 0 's.
- The matrices $O$ consisting of 0 's only, with default size.
- The matrices $T_{k, l}$ for $k, l \in \mathbb{Z}, 2 \leq l \leq k$, that are inductively defined by the following rules:

1. if $k=l=2$ then

$$
T_{2,2}=\left(\begin{array}{llllll}
I_{q} & I_{q} & I_{q} & \ldots & I_{q} & P_{1}^{-1}  \tag{18}\\
I_{q} & P_{1} & P_{\alpha_{2}} & \ldots & P_{\alpha_{q-1}} & I_{q} \\
I_{q} & P_{\alpha_{2}} & P_{\alpha_{2}^{2}} & \ldots & P_{\alpha_{2} \alpha_{q-1}} & P_{\alpha_{2}} P_{1}^{-1} \\
\vdots & & & & & \\
I_{q} & P_{\alpha_{q-1}} & P_{\alpha_{q-1} \alpha_{2}} & \ldots & P_{\alpha_{q-1}^{2}} & P_{\alpha_{q-1}} P_{1}^{-1} \\
E_{0} & E_{1} & E_{2} & \ldots & E_{q-1} & E_{1}
\end{array}\right)
$$

2. if $k>l$ then

$$
T_{k, l}=\left(\begin{array}{cc}
I_{q} \otimes T_{k-1, l} & O  \tag{19}\\
O & I_{q}
\end{array}\right)
$$

3. if $k=l>2$ then

$$
\left.\begin{array}{l}
T_{k, k}= \\
\qquad\left(\begin{array}{lll}
I_{\theta(q, k-1)} \otimes I_{q} I_{\theta(q, k-1)} \otimes I_{q} & \ldots I_{\theta(q, k-1)} \otimes I_{q} & \mathbf{1} \otimes P_{1}^{-1} \\
I_{\theta(q, k-1)} \otimes I_{q} I_{\theta(q, k-1)} \otimes P_{1} & \ldots I_{\theta(q, k-1)} \otimes P_{\alpha_{q-1}} & \mathbf{1} \otimes I_{q} \\
I_{\theta(q, k-1)} \otimes I_{q} I_{\theta(q, k-1)} \otimes P_{\alpha_{2}} & \ldots I_{\theta(q, k-1)} \otimes P_{\alpha_{2} \alpha_{q-1}} & \mathbf{1} \otimes P_{2} \cdot P_{1}^{-1} \\
\vdots & & \\
I_{\theta(q, k-1)} \otimes I_{q} I_{\theta(q, k-1)} \otimes P_{\alpha_{q-1}} \ldots I_{\theta(q, k-1)} \otimes P_{\alpha_{q-1}^{2}} & \mathbf{1} \otimes P_{\alpha_{q-1}} \cdot P_{1}^{-1} \\
E_{0} O & E_{1} O & \ldots E_{q-1} O
\end{array}\right. \tag{20}
\end{array}\right) .
$$

Theorem 2.3. Let $\chi$ be the characteristic vector of a linear $[n, k]_{q}$ code. Then

$$
\begin{equation*}
\left(\widetilde{M}_{k}^{[\chi]}(l)\right)^{\mathrm{T}}=T_{k, l} \cdot\left(\widetilde{M}_{k}^{[\chi]}(l-1)\right)^{\mathrm{T}}, \quad l=2, \ldots, k \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\widetilde{M}_{k}^{[\chi]}\right)^{\mathrm{T}}=T_{k, k} \cdot T_{k, k-1} \cdots T_{k, 2} \cdot \widetilde{\chi}^{\mathrm{T}} \tag{22}
\end{equation*}
$$

### 2.4 Reduced characteristic distribution

Definition 2.5. Let $\chi \in \mathbb{Z}^{t}$ and $b \in \mathbb{F}_{q}^{t}, t \in \mathbb{N}$. The reduced characteristic distribution of the vector $b$ with respect to $\chi$ is the vector

$$
b^{[\chi]_{r}}=\left(\mu_{0}-\mu_{1}, \ldots, \mu_{0}-\mu_{q-1}\right) \in \mathbb{Z}^{q-1}
$$

where $b^{[\chi]}=\left(\mu_{0}, \mu_{1}, \ldots, \mu_{q-1}\right)$ is the characteristic distribution of $b$ with respect to $\chi$.

Lemma 2.4. If $\chi \in \mathbb{Z}^{t}$ and $b \in \mathbb{F}_{q}^{t}, t \in \mathbb{N}$ then

$$
\left(b^{[\chi]_{r}}\right)^{\mathrm{T}}=\left(\begin{array}{rrrlrr}
1 & -1 & 0 & \cdots & 0 & 0 \\
1 & 0 & -1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
1 & 0 & 0 & \cdots & -1 & 0 \\
1 & 0 & 0 & \cdots & 0 & -1
\end{array}\right) \cdot\left(b^{[x]}\right)^{\mathrm{T}} .
$$

Analogously to what was described in the previous section, the notions reduced characteristic distribution of matrices, partial reduced characteristic distribution and its vector representation can be introduced.

Lemma 2.5. Let $\chi$ be the characteristic vector of a linear $[n, k]_{q}$ code with full length. So the sum of coordinates of $\widetilde{M}_{k}^{[\chi]_{r}}$ is $-n$.

### 2.5 Complexity of the algorithms and experimental results

The total complexity of the described algorithm is

$$
\sum_{l=2}^{k} \frac{q^{k+2}-q^{k+2-l}+q^{k-1}-q^{k-l}}{q-1}=(k-1) \frac{q^{k+2}+q^{k-1}}{q-1}-\frac{\left(q^{2}+1\right)\left(q^{k-1}-1\right)}{(q-1)^{2}} .
$$

This gives that for a fixed $q$ the complexity of the algorithm is $O\left(k q^{k}\right)$. When $k$ and $q$ are considered as variables, the running time is $O\left(k q^{k+1}\right)$.

Remark 2.1. Comparison between the approved algorithm and Algorithm 9.8 (Walsh transform over a prime finite field $\mathbb{F}_{p}$ ) in [16] was done. According to Joux, the complexity of the second algorithm if $p$ varies is $O\left(k p^{k+2}\right)$.

The presented approach is implemented in a $\mathrm{C} / \mathrm{C}++$ program [6]. To compare the efficiency, the C program is used where the algorithm described in [7] is embedded. The efficiency of the last algorithm is as the Gray code algorithms. The input data are randomly generated linear codes with lengths $30,300,3000,30000$ and different dimensions over finite fields with $2,3,4,5$ and 7 elements. For the same parameters, results that are obtained using Magma V2.25-2 by online Magma Calculator are presented.

The results show that the presented approach is faster for codes with large length. The execution time for computing the characteristic vector is negligible.

## 3 Some methods for computing the weight distribution of a linear code over a composite finite field

### 3.1 Approach by the trace code

Let $q=p^{m}$ where $p$ is a prime and $m>1$.
If $G$ is a generator matrix of a linear $[n, k]_{q}$ code $C$ then the extended matrix $\bar{G}=\left(\alpha_{1} G\left|\alpha_{2} G\right| \cdots \mid \alpha_{q-1} G\right)$ is a generator matrix of a linear $[(q-1) n, k]_{q}$ code $\bar{C}$. If the minimum weight of $C$ is $d$ then the minimum weight of $\bar{C}$ is $(q-1) d$.

For every vector $x \in \mathbb{F}_{q}^{n}$ let $\operatorname{Tr}(x)=\left(\operatorname{Tr}\left(x_{1}\right), \ldots, \operatorname{Tr}\left(x_{n}\right)\right) \in \mathbb{F}_{p}^{n}$.
Definition 3.1. Let $C$ be a linear $[n, k]_{q}$ code with generator matrix $G$. The code $\operatorname{Tr}(C)=\{\operatorname{Tr}(c) \mid c \in C\}$ is called the trace code of $C$.
$\operatorname{Tr}(C)$ is a linear code over the finite field $\mathbb{F}_{p}$ with the same length as $C$ but its dimension is less than or equal to $m k$ [28]. Therefore instead of $\operatorname{Tr}(C)$ the trace code of $\bar{C}$ will be considered.

Lemma 3.1. The dimension of the code $\operatorname{Tr}(\bar{C})$ is equal to $m k$.
Corollary 3.2. The codes $C$ and $\operatorname{Tr}(\bar{C})$ have the same number of codewords, namely $q^{k}=p^{m k}$.

Theorem 3.3. Let $q=p^{m}$ where $p$ is a prime and $m>1$. Let $C$ be a linear $[n, k]_{q}$ code with weight enumerator $W(z)=\sum_{w=0}^{n} A_{w} z^{w}$. So $\operatorname{Tr}(\bar{C})$ is a linear $[(q-1) n, m k]_{p}$ code with weight enumerator

$$
W_{1}(z)=\sum_{w=0}^{n} A_{w} z^{\frac{q(p-1) w}{p}} .
$$

According to the theorem above, by applying the algorithm described in the previous chapter the weight distribution of a linear code $C$ over a composite finite field can be obtained from the weight distribution of the linear code $\operatorname{Tr}(\bar{C})$ that is over a finite field. The complexity of calculations for the characteristic vector of $\operatorname{Tr}(\bar{C})$ is $O(m k q n)$ and for the characteristic distribution$O\left(m k p^{m k+1}\right)=O\left(k m p q^{k}\right)$.

### 3.2 Approach by trace transform

In the rest of this chapter composite finite field with characteristic 2 is considered. This can easily be generalized for an other characteristic of a composite finite field.

Let $q=2^{m}$ and $\beta_{1}, \ldots, \beta_{m}$ be a self-dual basis of $\mathbb{F}_{2^{m}}$ over $\mathbb{F}_{2}$. According to theorem 1.1 there exists such basis. Let by $\lambda(\alpha)=\left(\lambda_{1}(\alpha), \ldots, \lambda_{m}(\alpha)\right)$ be denoted the vector $\lambda(\alpha) \in \mathbb{F}_{2}^{m}$, that corresponds to the element

$$
\alpha=\lambda_{1}(\alpha) \beta_{1}+\cdots+\lambda_{m}(\alpha) \beta_{m} \in \mathbb{F}_{q} .
$$

For the rest of this chapter, let the elements $\alpha_{0}=0, \alpha_{1}, \ldots, \alpha_{q-1}$ of $\mathbb{F}_{q}$ be ordered the way so that the corresponding binary vectors $\lambda(0), \lambda\left(\alpha_{1}\right), \ldots, \lambda\left(\alpha_{q-1}\right)$ are ordered lexicographically.

Let $G$ be a generator matrix of a linear $[n, k]_{q}$ code $C$ with full length where $q=2^{m}$. Let $f_{G}$ be the characteristic function of $C$ according to definition 1.16. Theorem 1.6 gives the relation between the weight distribution of $C$ and the trace transform of $f_{G}$, that by definition 1.15 is the function

$$
\begin{equation*}
\widehat{f}(\omega)=\sum_{x \in \mathbb{F}_{q}^{k}} f_{G}(x) \tau_{\omega}(x)=\sum_{x \in \mathbb{F}_{q}^{k}} f_{G}(x)(-1)^{\operatorname{Tr}(\langle\omega, x\rangle)}, \quad \omega \in \mathbb{F}_{q}^{k} \tag{23}
\end{equation*}
$$

The value vectors of $\widehat{f}$ and $f_{G}$ relate by equality $T T_{\widehat{f}}=T_{k} \cdot T T_{f_{G}}$, where the indexes $\omega, x \in \mathbb{F}_{q}^{k}$, that determine the order of the rows and the columns of the matrix $T_{k}=\left(\tau_{\omega}(x)\right)$ respectively, are ordered lexicographically.

Lemma 3.4. The matrix

$$
T_{1}=\left((-1)^{\operatorname{Tr}\left(\alpha_{j} \alpha_{j^{\prime}}\right)}\right)_{j, j^{\prime}=0}^{q-1}
$$

is the transform matrix $H_{m}$ defined by (2).
The above lemma shows that

$$
T_{1}=H_{m}=\otimes^{m} H_{1}=\otimes^{m}\left(\begin{array}{rr}
1 & 1  \tag{24}\\
1 & -1
\end{array}\right) .
$$

Because of the transform matrix $T_{k}$ is a Kroneker power of $T_{1}$, so

$$
T_{k}=\otimes^{k} T_{1}=\otimes^{k m} H_{1}=\otimes^{k m}\left(\begin{array}{rr}
1 & 1  \tag{25}\\
1 & -1
\end{array}\right)
$$

and one can use a butterfly algorithm for computing the transform (23). A similar pseudocode is described by Joux [16, Algorithm 9.3].

### 3.3 Matrix representation of an improved algorithm

An improvement of the calculations can be performed when the transforms act only over a part of the value vector of the characteristic function that corresponds to nonproportional arguments. For the purpose, it is convenient to use the columns of the generator matrix $G_{k}$ of the simplex code, inductively defined as in the scheme (13). The developed algorithm uses input data with size $\theta(q, k)$ instead of $q^{k}$. The complexity of the algorithm is $O\left(m k q^{k-1}\right)$.

The matrices $G_{k}$ are defined inductively by the equalities

$$
G_{1}=(1), \quad G_{k}=\left(\begin{array}{ccccc}
\mathbf{0} & \boldsymbol{\alpha}_{\mathbf{1}} & \ldots & \boldsymbol{\alpha}_{\boldsymbol{q}-1} & 1  \tag{26}\\
G_{k-1} & G_{k-1} & \ldots & G_{k-1} & \mathbf{0}^{\mathrm{T}}
\end{array}\right), k \in \mathbb{N}, k \geq 2
$$

Let the columns of the matrix $G_{k}$ be denoted by $g_{u}, u=1, \ldots, \theta(q, k)$, i. e.

$$
G_{k}=\left(g_{1} \ldots g_{\theta(q, k)}\right)
$$

The extended matrix $\bar{G}_{k}$ is defiined by the equality

$$
\begin{equation*}
\bar{G}_{k}=\left(0\left|\alpha_{1} G_{k}\right| \ldots \mid \alpha_{q-1} G_{k}\right) \tag{27}
\end{equation*}
$$

This matrix consists of the all vectors in $\mathbb{F}_{q}^{k}$ as columns and determines an order in this set. Let the columns of the matrix $\bar{G}_{k}$ be denoted by $\bar{g}_{t}, t=1, \ldots, q^{k}$, i. e.

$$
\bar{G}_{k}=\left(\bar{g}_{1} \ldots \bar{g}_{q^{k}}\right) .
$$

Let $G$ be a generator matrix of a linear $[n, k]_{q}$ code $C$ with full length where $q=2^{m}$. Let $f_{G}$ be the characteristic function of $C$ according to definition 1.16. The characteristic vector $\chi=\left(\chi_{1}, \ldots, \chi_{\theta(q, k)}\right)$ is defined by the equalities $\chi_{u}=f_{G}\left(g_{u}\right)$ за $u=1, \ldots, \theta(q, k)$. The extended characteristic vector $\bar{\chi}=\left(\bar{\chi}_{1}, \ldots, \bar{\chi}_{q^{k}}\right)$ is defined by the equalities $\bar{\chi}_{t}=f_{G}\left(\bar{g}_{t}\right)$ за $t=1, \ldots, q^{k}$. From (27) it follows that for every $t_{1}, t_{2} \in \mathbb{N}$, such that $1<t_{1}<t_{2} \leq q^{k}$ and $t_{2}-t_{1}$ are devisible by $\theta(q, k)$, the vectors $\bar{g}_{t_{1}}$ и $\bar{g}_{t_{2}}$ are proportional and $\bar{\chi}_{t_{1}}=f_{G}\left(\bar{g}_{t_{1}}\right)=f_{G}\left(\bar{g}_{t_{2}}\right)=\bar{\chi}_{t_{2}}$. This shows that $\bar{\chi}=(0|\chi| \ldots \mid \chi)$.

For explanation of the algorithm the following matrices are needed:

$$
\begin{gathered}
\bar{M}_{k}=\bar{G}_{k}^{\mathrm{T}} \cdot \bar{G}_{k}=\left(\left\langle\bar{g}_{t_{1}}, \bar{g}_{t_{2}}\right\rangle\right)_{t_{1}, t_{2}=1}^{q^{k}}, \\
M_{k}=G_{k}^{\mathrm{T}} \cdot G_{k}=\left(\left\langle g_{u_{1}}, g_{u_{2}}\right\rangle\right)_{u_{1}, u_{2}=1}^{\theta(q, k)}, \\
\bar{P}_{k}=\left((-1)^{\operatorname{Tr}\left(\left\langle\bar{g}_{t_{1}}, \bar{g}_{t_{2}}\right\rangle\right)}\right)_{t_{1}, t_{2}=1}^{q^{k}},
\end{gathered}
$$

$$
\begin{gathered}
P_{k}=\left((-1)^{\operatorname{Tr}\left(\left\langle g_{u_{1}}, g_{u_{2}}\right\rangle\right)}\right)_{u_{1}, u_{2}=1}^{\theta(q, k)} \\
P_{k, \alpha}=\left((-1)^{\operatorname{Tr}\left(\alpha\left\langle g_{u_{1}}, g_{u_{2}}\right\rangle\right)}\right)_{u_{1}, u_{2}=1}^{\theta(q, k)}, \quad \alpha \in \mathbb{F}_{q} \backslash\{0\}, \\
\Lambda^{(\alpha)}=\left((-1)^{\operatorname{Tr}\left(\alpha \alpha_{j_{1}} \alpha_{j_{2}}\right)}\right)_{j_{1}, j_{2}=0}^{q-1}, \quad \alpha \in \mathbb{F}_{q} \backslash\{0\} .
\end{gathered}
$$

The matrix $\bar{P}_{k}$ can be obtained from the matrix $T_{k}$ by a suitable permutation of some rows and some columns. Let $\widehat{\chi}=\left(\widehat{\chi}_{1}, \ldots, \widehat{\chi}_{q^{k}}\right)$ be the vector determined by the equalities $\widehat{\chi}_{t}=\widehat{f}\left(\bar{g}_{t}\right)$ for $t=1, \ldots, q^{k}$. Hence $\widehat{\chi}^{\mathrm{T}}=\bar{P}_{k} \cdot \bar{\chi}^{\mathrm{T}}$.

$$
\bar{P}_{k} \cdot \bar{\chi}^{\mathrm{T}}=\left(\begin{array}{c}
(q-1) \sum_{u=1}^{\theta(q, k)} \chi_{u}  \tag{28}\\
\left(\sum_{j=1}^{q-1} P_{k, \alpha_{j}}\right) \chi^{\mathrm{T}} \\
\left(\sum_{j=1}^{q-1} P_{k, \alpha_{j}}\right) \chi^{\mathrm{T}} \\
\vdots \\
\left(\sum_{j=1}^{q-1} P_{k, \alpha_{j}}\right) \chi^{\mathrm{T}}
\end{array}\right) .
$$

This means that it is not necessary to use the $2^{k} \times 2^{k}$ matrix $\bar{P}_{k}$ and the larger vector $\bar{\chi}$. To obtain $\widehat{\chi}$ and the weight distribution of the code, it is enough to use the characteristic vector $\chi$, the matrix $P_{k}$ and the matrices $P_{k, \alpha}$ for $\alpha \in \mathbb{F}_{q} \backslash\{0\}$.

$$
P_{k}=\left(\begin{array}{llll} 
& & & \boldsymbol{\Lambda}_{\mathbf{0}}{ }^{\mathrm{T}}  \tag{29}\\
& & & \boldsymbol{\Lambda}_{\alpha_{1}}^{\mathrm{T}} \\
& & P_{1} \otimes P_{k-1} & \vdots \\
& & & \\
\boldsymbol{\Lambda}_{\mathbf{0}} & \boldsymbol{\Lambda}_{\alpha_{1}} & \ldots & \boldsymbol{\Lambda}_{\boldsymbol{\alpha}_{q-1}} \\
\boldsymbol{\Lambda}_{\alpha_{q-1}} \mathrm{~T} \\
\Lambda_{1}
\end{array}\right)
$$

where $\Lambda_{\alpha}=(-1)^{\operatorname{Tr}(\alpha)}$ for $\alpha \in \mathbb{F}_{q}$ and $\Lambda_{\boldsymbol{\alpha}}$ is a row vector with default length and the same coordinates $\Lambda_{\alpha}$. The last equality and (24) give possibility to apply a butterfly algorithm for computing $P_{k} \cdot \chi^{\mathrm{T}}$.

Let the characteristic vector $\chi$ be split in parts as follows

$$
\begin{equation*}
\chi=\left(\chi^{(0)}\left|\chi^{(1)}\right| \ldots\left|\chi^{(q-1)}\right| \chi_{\theta(q, k)}\right), \tag{30}
\end{equation*}
$$

where $\chi^{(0)}, \chi^{(1)}, \ldots, \chi^{(q-1)} \in \mathbb{Z}^{\theta(q, k-1)}$.

Let $\operatorname{Num}(\alpha) \in\{0,1, \ldots, q-1\}$ be the position of the element $\alpha$ in the order of the field $\mathbb{F}_{q}$, i. e. $\alpha_{N u m(\alpha)}=\alpha$. Therefore
where for short $\theta=\theta(q, k)$ and $\sum \chi^{(j)}$ denotes the sum of coordinates of $\chi^{(j)}$, $j=0,1, \ldots, q-1$.

For $1<l<k$ it is hold

$$
P_{l} \cdot \chi^{\prime \mathrm{T}}+\chi_{\theta} \cdot \mathbf{1}^{\mathrm{T}}=\binom{\left(T_{1} \otimes I_{\theta(q, l-1)}\right) \cdot\left(\begin{array}{l}
P_{l-1} \cdot \chi^{\prime(0)^{\mathrm{T}}}+\chi_{\theta} \cdot \mathbf{1}^{\mathrm{T}}  \tag{32}\\
P_{l-1} \cdot \chi^{\prime(1)^{\mathrm{T}}} \\
\vdots \\
P_{l-1} \cdot \chi^{\prime(N u m(1))^{\mathrm{T}}}+\chi_{\theta(q, l-1)}^{\prime} \cdot \mathbf{1}^{\mathrm{T}} \\
\vdots \\
P_{l-1} \cdot \chi^{\prime(q-1)^{\mathrm{T}}}
\end{array}\right.}{\left.\quad \Lambda_{0}\left(\chi_{\theta}+\sum \chi^{\prime(0)}\right)\right)+\Lambda_{\alpha_{1}} \sum \chi^{\prime(1)}+\ldots},
$$

where $\chi^{\prime}$ is a vector with length $\theta(q, l)$ that is a suitable part of $\chi$. From this equality by induction one can prove that for computing $P_{k-1} \cdot \chi^{(N u m(1))^{\mathrm{T}}}+\chi_{\theta} \cdot \mathbf{1}^{\mathrm{T}}$ it is enough to add $\chi_{\theta}$ only to the first coordinate of the vector $\chi^{(N u m(1))}$, previously multiplied by $\Lambda_{1}$. For calculating the last coordinate of $P_{k} \cdot \chi^{\mathrm{T}}$ one needs add $\chi_{\theta}$ to the same coordinate, but without previous multiplication. These observations give the possibility to do some previous operations with the value of $\chi_{\theta}$ and with the last coordinates of all blocks $\chi^{\prime(j)}, j=0, \ldots, q-1$.

Consider the matrices $P_{k, \alpha}$ for $\alpha \in \mathbb{F}_{q} \backslash\{0\}$. For $k=1$ the matrices are
$P_{1, \alpha}=\left(\Lambda_{\alpha}\right)$. For the recurrent step it is hold

The multiplication by $\alpha \neq 0$ can be considered as a permutation of the elements of $\mathbb{F}_{q}$, so the matrix $\Lambda^{(\alpha)}$ can be obtained from the matrix $T_{1}=\Lambda^{(1)}$ by a suitable permutation of rows (and/or columns)). Let $\pi_{\alpha} \in S_{q}$ be the permutation defined by the equality $\pi_{\alpha}(j)=j^{\prime}$, where $\alpha_{j^{\prime}}=\alpha \alpha_{j}, j=0,1, \ldots, q-1$. The permutation $\pi_{\alpha}$ induces a permutation of the blocks of columns in the matrix $T_{1} \otimes I_{\theta(q, k-1)}$. Hence

$$
P_{k, \alpha} \cdot \chi^{\mathrm{T}}=\binom{\left(\begin{array}{l}
P_{k-1, \alpha} \cdot \chi^{\left(\pi_{\alpha}^{-1}(0)\right)^{\mathrm{T}}}  \tag{34}\\
P_{k-1, \alpha} \cdot \chi^{\left(\pi_{\alpha}^{-1}(1)\right)^{\mathrm{T}}} \\
\vdots \\
P_{k-1, \alpha} \cdot \chi^{\left(\pi_{\alpha}^{-1}(N u m(\alpha))\right)^{\mathrm{T}}}+\chi_{\theta} \cdot \mathbf{1}^{\mathrm{T}} \\
\vdots \\
P_{k-1, \alpha} \cdot \chi^{\left(\pi_{\alpha}^{-1}(q-1)\right)^{\mathrm{T}}} \\
\left.T_{1} \otimes I_{\theta(q, k-1)}\right)
\end{array}\right),}{\Lambda_{0} \sum \chi^{(0)}+\Lambda_{\alpha \alpha_{1}} \sum \chi^{(1)}+\cdots+\Lambda_{\alpha}\left(\chi_{\theta}+\sum \chi^{(N u m(1))}\right)+\cdots}
$$

where $\pi_{\alpha}^{-1}(\operatorname{Num}(\alpha))=\operatorname{Num}(1)$.
The comparison between the equalities (31) and (34) shows that for calculating the coordinates (without the last one) a multiplication by the same matrix $T_{1} \otimes$ $I_{\theta(q, k-1)}$ is used. In the last equality the blocks $P_{k-1, \alpha} \cdot \chi^{(j)^{\mathrm{T}}}$ are permuted. By induction, these permutations can be transferred over the coordinates of the vector $\chi$. Likewise, $\chi_{\theta}$ and the last elements of the intermediate blocks are added to a determined positions in $\chi$. The modified vector in this way is denoted by $\pi_{\alpha}(\chi)$ below.

In the improved algorithm, to compute $\left(\sum_{j=1}^{q-1} P_{k, \alpha_{j}}\right) \chi^{\mathrm{T}}$ directly the sum

$$
S P(\chi)=\pi_{\alpha_{1}}(\chi)+\pi_{\alpha_{2}}(\chi)+\cdots+\pi_{\alpha_{q-1}}(\chi)
$$

is used and in addition only one modification of $\chi$ is used.

### 3.4 Description of the improved algorithm

### 3.4.1 Precomputation

Let $\rho: \mathbb{Z}_{\theta(q, k)} \rightarrow \mathbb{Z}^{k-1}$ be a map defined as follows: if $0 \leq z \leq \theta(q, k)-1$ and $\rho(z)=\left(\rho_{1}, \ldots, \rho_{k-1}\right)$, then

$$
\rho_{1}=\left\lfloor\frac{z}{\theta(q, k-1)}\right\rfloor, \quad \rho_{t}=\left\lfloor\frac{z-\sum_{s=1}^{t-1} \rho_{s} \theta(q, k-s)}{\theta(q, k-t)}\right\rfloor \text { за } t=2, \ldots, k-1 \text {. }
$$

Lemma 3.5. If $0 \leq z \leq \theta(q, k)-1$ and $\rho(z)=\left(\rho_{1}, \ldots, \rho_{k-1}\right)$, then

$$
z=\rho_{1} \theta(q, k-1)+\rho_{2} \theta(q, k-2)+\cdots+\rho_{k-2} \theta(q, 2)+\rho_{k-1},
$$

and $0 \leq \rho_{t} \leq q, t=1, \ldots, k-1$.
Corollary 3.6. The map $\rho$ is injective.
Lemma 3.7. If $0 \leq z \leq \theta(q, k)-1, \rho(z)=\left(\rho_{1}, \ldots, \rho_{k-1}\right)$ and there exists an index $t \in\{1, \ldots, k-1\}$ such that $\rho_{t}=q$ and $\rho_{s}<q$ за $s=1, \ldots, t-1$, then $\rho_{t+1}=\cdots=\rho_{k-1}=0$.

A small modification of the vector $\rho(z)$ is more convenient for the developed algorithm. For this purpose the map $\nu:\{1, \ldots, \theta(q, k)\} \rightarrow \mathbb{Z}^{k-1}$, defined by

$$
\nu(z)= \begin{cases}\rho(z), & \text { if } \rho_{t}<q \text { for all } t=1, \ldots, k-1 \\ \left(\rho_{1}, \ldots, \rho_{t-1}, q, \ldots, q\right), & \text { if } \rho_{t}=q \text { for some } t \leq k-1\end{cases}
$$

is used.
Let $\kappa: \mathbb{F}_{q}^{k-1} \rightarrow \mathbb{Z}$ be the map defined by the equality

$$
\kappa\left(\alpha_{j_{1}}, \ldots, \alpha_{j_{k-1}}\right)=\rho^{-1}\left(j_{1}, \ldots, j_{k-1}\right)+1
$$

Obviously, the images of the vectors in $\mathbb{F}_{q}^{k-1}$ are positive integers less than or equal to $\theta(q, k)$. Moreover, the different vectors have different images. If $u$, where $1 \leq$ $u \leq \theta(q, k)$, is not an image of the map $\kappa$, then the corresponding coordinate $\chi_{u}$ of the characteristic vector $\chi$ is called an inactive coordinate. Indeed, $\chi_{u}$ is an inactive coordinate if the last coordinate of the vector $\nu(u-1)$ is $q$.

In the developed algorithm three arrays with length $\theta(q, k)$ are used. They are denoted by $\chi(0), \chi(1)$ and $S$. The arrays $\chi(0)$ and $\chi(1)$ play a role of modified copies of the characteristic vector $\chi$. If the last coordinate of $\nu(u-1)$ is not equal to $q$, then $\chi(s)[u]=(-1)^{s} \chi_{u}$, for $u=1, \ldots, \theta(q, k)$ and $s=0,1$. Inactive coordinates of $\chi$ are added to a suitable positions in the copies. The array $S$ serves to form the vector $S P(\chi)$.

### 3.4.2 Main algorithm

A butterfly algorithm over the sum $S$ and the vector $\chi(0)$ is performed. As a result $S$ takes value $\left(\sum_{j=1}^{q-1} P_{k, \alpha_{j}}\right) \chi^{\mathrm{T}}$. Throughout the procedure the right places of inactive coordinates are searched. For this purpose suitable permutations are applied. The realization is with the help of the maps $\sigma_{l}, \nu^{(l)}$ and $\nu^{-1}$. The butterfly algorithms for $S$ and $\chi(0)$ are similar to the algorithm described in the section 3.2.

### 3.4.3 Complexity analysis

The total complexity of the improved algorithm is $O\left(k m q^{k-1}\right)$.
It is easy to see that the complexity of the algorithm from the section 3.2 is $O\left(k m q^{k}\right)$. Furthermore the array with size $q^{k}$ is used, while the improved algorithm uses three arrays with lengths $\theta(q, k)=\left(q^{k}-1\right) /(q-1)$. The described improved algorithm is more effective than the previous algorithms for computing the weight distribution especially when the length $n$ and/or the number of the elements of the considered field $q$ are large numbers.

## 4 Computing the covering radius of a linear code over a finite field by discrete transforms

To clarify the relation between the matter considered in this chapter and the algorithms in the previous chapters the following concept is needed.

Definition 4.1. Let $b \in \mathbb{Z}^{\theta}$ be a vector with length $\theta(q, k)$ and integer coordinates. For every row vector $c$ of the matrix $M_{k}$ let be defined the vector

$$
c^{[b]_{r}}=\left(\mu_{0}-\mu_{1}, \ldots, \mu_{0}-\mu_{q-1}\right),
$$

where $\mu_{0}, \mu_{1}, \ldots, \mu_{q-1}$ are the coordinates of $c^{[b]}$. The matrix $M_{k}^{[b]_{r}}$ consists of the vectors $c^{[b]_{r}}$ as rows. The sum of the columns of $M_{k}^{[b]_{r}}$ is called the reduced distribution of $b$ and is denoted by $r(b)$.

Lemma 4.1. The reduced distribution $r(b)$ of the vector $b \in \mathbb{Z}^{\theta}$ is

$$
r(b)=\left[(q-1) J-q \mathcal{N}\left(M_{k}\right)\right] b^{T}
$$

where $J$ is the $\theta \times \theta$ all 1's matrix.

### 4.1 Computing the covering radius of a linear code over a prime finite field

In this section only prime fields are considered. So $q$ is a prime and $\mathbb{F}_{q}=\mathbb{Z}_{q}=$ $\{0,1, \ldots, q-1\}$.

Let $C$ be a linear $[n, k]_{q}$ code with a parity check matrix $H$. The characteristic function of the matrix $H$ is defined by

$$
h_{H}(x)= \begin{cases}1, & \text { if } x \text { is proportional to a column of } H,  \tag{35}\\ 0, & \text { otherwise },\end{cases}
$$

where the proportion coefficients have to be nonzero. This characteristic function is used to compute the covering radius of the code. The following theorem is hold for prime $q \geq 3$. A similar result is published [18, Theorem 2] for the case $q=2$.

Theorem 4.2. Let $C$ be a linear $[n, k]_{q}$ code with a parity check matrix $H$, where $q$ is an odd prime, and $\widehat{h}: \mathbb{F}_{q}^{n-k} \rightarrow \mathbb{C}$ be the Vilenkin-Chrestenson transform of the characteristic function $h=h_{H}$. Then the covering radius $R(C)$ is equal to the smallest positive integer $t$ such that $\widehat{\widehat{h}}^{t}(y) \neq 0$ for all vectors $y \in \mathbb{F}_{q}^{n-k}, y \neq \mathbf{0}$.

Remark 4.1. The same method can be used for computing the weight distribution of the coset leaders of a linear code over $\mathbb{F}_{q}$ for an odd prime $q$. If $t \geq 2$ is an integer, then the number of the coset leaders of weight $t$ is equal to the number of the vectors $y \in \mathbb{F}_{q}^{n-k} \backslash\{\mathbf{0}\}$ such that $\widehat{\hat{h}}^{t}(y) \neq 0$ and $\widehat{\widehat{h}^{t-1}}(y)=0$. The number of the coset leaders of weight 1 is equal to the number of the nonzero vectors $y \in \mathbb{F}_{q}^{n-k}$ such that $h(y) \neq 0$.

Let $g_{1}, \ldots, g_{\theta}$ be the columns of the generator matrix $G_{s}$ of the simplex code defined by (13). It is satisfied

$$
\begin{equation*}
\widehat{h}(\mathbf{0})=\sum_{x \in \mathbb{F}_{q}^{s}} h(x) v_{\mathbf{0}}(x)=\sum_{x \in \mathbb{F}_{q}^{s}} h(x)=h(\mathbf{0})+(q-1) \sum_{u=1}^{\theta} h\left(g_{u}\right) \tag{36}
\end{equation*}
$$

and

$$
\begin{align*}
\widehat{h}\left(g_{i}\right) & =\sum_{x \in \mathbb{F}_{q}^{s}} h(x) v_{g_{i}}(x)=h(\mathbf{0})+\sum_{u=1}^{\theta} \sum_{j=1}^{q-1} h\left(g_{u}\right) v_{g_{i}}\left(j g_{u}\right) \\
& =h(\mathbf{0})+\sum_{u=1}^{\theta} h\left(g_{u}\right) \sum_{j=1}^{q-1}\left(\xi^{\left\langle g_{i}, g_{u}\right\rangle}\right)^{j}, \quad i=1, \ldots, \theta . \tag{37}
\end{align*}
$$

Lemma 4.3. Let $q$ be an odd prime and $h: \mathbb{F}_{q}^{s} \rightarrow \mathbb{Z}$ be a function with the property $h(x)=h(\alpha x)$ for all $\alpha \in \mathbb{F}_{q} \backslash\{0\}$ and $x \in \mathbb{F}_{q}^{s}$. If $\widehat{h}: \mathbb{F}_{q}^{s} \rightarrow \mathbb{C}$ is the VilenkinChrestenson transform of $h$ then $\widehat{h}$ is actually an integer valued function and $\widehat{h}(\omega)=$ $\widehat{h}(\alpha \omega)$ for all $\alpha \in \mathbb{F}_{q} \backslash\{0\}$ and $\omega \in \mathbb{F}_{q}^{s}$.
Corollary 4.4. Let $C$ be a linear $[n, k]_{q}$ code with a parity check matrix $H$, where $q$ is an odd prime, and $\widehat{h}: \mathbb{F}_{q}^{n-k} \rightarrow \mathbb{C}$ be the Vilenkin-Chrestenson transform of the characteristic function $h=h_{H}$. Then the covering radius $R(C)$ is equal to the smallest positive integer $t$ such that $\widehat{\hat{h}}^{t}\left(g_{i}\right) \neq 0$ for all $i=1, \ldots, \theta(q, n-k)$.

The above corollary shows that it is enough to calculate $\widehat{\widehat{h}}^{t}(\mathbf{0})$ и $\widehat{\widehat{h}}^{t}\left(g_{i}\right)$ for $i=1, \ldots, \theta(q, n-k)$. Because of

$$
\sum_{j=1}^{q-1}\left(\xi^{\left\langle g_{i}, g_{u}\right\rangle}\right)^{j}=\left\{\begin{align*}
q-1, & \text { if }\left\langle g_{i}, g_{u}\right\rangle=0  \tag{38}\\
-1, & \text { if }\left\langle g_{i}, g_{u}\right\rangle \neq 0
\end{align*}\right.
$$

from (37) follows that

$$
\widehat{h}\left(\alpha g_{i}\right)=\widehat{h}\left(g_{i}\right)=h(\mathbf{0})+\sum_{u=1}^{\theta(q, s)} r_{i u} h\left(g_{u}\right)
$$

where $\alpha \in \mathbb{F}_{q} \backslash\{0\}$ ans

$$
r_{i u}=\left\{\begin{aligned}
q-1, & \text { if }\left\langle g_{i}, g_{u}\right\rangle=0 \\
-1, & \text { if }\left\langle g_{i}, g_{u}\right\rangle \neq 0
\end{aligned}\right.
$$

If $b=\left(h\left(g_{1}\right), \ldots, h\left(g_{\theta}\right)\right)$, then

$$
\left(\begin{array}{l}
\widehat{h}(\mathbf{0})  \tag{39}\\
\widehat{h}\left(g_{1}\right) \\
\vdots \\
\widehat{h}\left(g_{\theta}\right)
\end{array}\right)=\binom{\widehat{h}(\mathbf{0})}{h(\mathbf{0}) \cdot \mathbf{1}^{\mathrm{T}}+\Lambda \cdot b^{\mathrm{T}}}=\binom{h(\mathbf{0})+(q-1) \sum_{u=1}^{\theta} h\left(g_{u}\right)}{h(\mathbf{0}) \cdot \mathbf{1}^{\mathrm{T}}+r(b)^{\mathrm{T}}}
$$

To compute $r(b)$ the algorithm described in Chapter 2 is applicable.

### 4.2 Computing the covering radius of a linear code over a composite finite field

In this section composite fields are considered, i. e. $q=p^{m}$ where $p$ is a prime, $m \geq 2$ is a positive integer and $\mathbb{F}_{p}=\mathbb{Z}_{p}=\{0,1, \ldots, p-1\}$. The results from the previous section can be reformulated for composite fields by using the trace transform.

Theorem 4.5. Let $C$ be a linear $[n, k]_{q}$ code with a parity check matrix $H$ where $q=p^{n}$ for an odd prime $p$, and $\widehat{h}: \mathbb{F}_{q}^{n-k} \rightarrow \mathbb{C}$ be the trace transform of the characteristic function $h=h_{H}$. Then the covering radius $R(C)$ is equal to the smallest positive integer $t$ such that $\widehat{\widehat{h}}^{t}(y) \neq 0$ for all vectors $y \in \mathbb{F}_{q}^{n-k}, y \neq \mathbf{0}$.

Theorem 4.6. Let $C$ be a linear $[n, k]_{q}$ code with parity check matrix $H$ where $q=2^{m}$, and $\widehat{h}: \mathbb{F}_{q}^{n-k} \rightarrow \mathbb{C}$ be the trace transform of the characteristic function $h=h_{H}$. Let

$$
\varphi_{t}(\omega)=\sum_{l=1}^{t}(\widehat{h}(\omega))^{l}, \omega \in \mathbb{F}_{q}^{n-k}, \quad t=1, \ldots, n
$$

and $\widehat{\varphi}_{t}: \mathbb{F}_{q}^{n-k} \rightarrow \mathbb{C}$ be the trace transform of $\varphi_{t}$. Then the covering radius $R(C)$ is equal to the smallest positive integer $t$ such that $\widehat{\varphi}_{t}(y) \neq 0$ for all $y \in \mathbb{F}_{q}^{n-k}, y \neq \mathbf{0}$.

Lemma 4.7. Let $q=p^{m}$ for a prime $p$ and $h: \mathbb{F}_{q}^{s} \rightarrow \mathbb{Z}$ be a function with the property $h(x)=h(\alpha x)$ for all $\alpha \in \mathbb{F}_{q} \backslash\{0\}$ and $x \in \mathbb{F}_{q}^{s}$. if $\widehat{h}: \mathbb{F}_{q}^{s} \rightarrow \mathbb{C}$ is the trace transform of $h$, than $\widehat{h}$ is actually an integer valued function and $\widehat{h}(\omega)=\widehat{h}(\alpha \omega)$ for all $\alpha \in \mathbb{F}_{q} \backslash\{0\}$ and $\omega \in \mathbb{F}_{q}^{s}$.

Again, the reduced distribution can be used to compute the covering radius. For this purpose, the algorithms described in the previous chapters are applicable.

## Conclusion

Solutions of the problems of computing the weight distribution and the covering radius of a linear code over a finite field are presented in the dissertation. For this purpose the generator (parity check) matrix is represented by a characteristic vector that determines the number of the columns proportional by nonzero coefficient to the columns of a specially chosen generator matrix of the simplex code. Some algorithms are developed depending on the finite field (prime or composite). As a basis of this work, the Walsh-Hadamard transform, Vilenkin-Chrestenson transform and trace transform are used. Due to the transition to a characteristic vector, the proposed algorithms have a less complexity. The algorithms are notably effective to linear codes with large length and to finite fields with the large number of elements.

## Scientific contributions

Main scientific contributions in the dissertation are:

1. The knowledge for discrete Walsh-Hadamard transform, discrete VilenkinChrestenson transform and trace transform are studied and systematized. Their application for computing the weight distribution of a linear code is shown.
2. A special type of a generator matrix of the simplex code is defined. This is convenient for determining the characteristic vector of a generator (parity check) matrix of a linear code. These definitions help to obtain natural recurrent relations between transform matrices of different orders.
3. For linear codes over prime fields with characteristic $p>2$, an algorithm for computing the weight distribution from a given characteristic vector is developed. This algorithm has a complexity $O\left(k p^{k+1}\right)$, that is $p$ times smaller than the complexity of the algorithms known so far.
4. For linear codes over composite finite fields, a general algorithm for computing the weight distribution from a given extended characteristic vector is developed. This algorithm uses the trace transform and self-dual basis. Thus the considered transform is reduced to the Walsh-Hadamard transform (for characteristic 2) or the Vilenkin-Chrestenson transform. The complexity of the algorithm is $O\left(k m q^{k}\right)$.
5. For linear codes over composite finite fields, an improved algorithm for computing the weight distribution from a given characteristic vector is developed. The complexity is decreasing $q$ times. This algorithm is described in detail for composite fields with characteristic 2.
6. Some methods for computing the covering radius of a linear code over a finite field (prime or composite) from a given characteristic vector of a parity check matrix are developed. These methods are generalizations of the proposed by Karpovsky method for binary linear codes.
7. The developed algorithms are presented by theoretical justifications, descriptions and diagrams.
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