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## Chapter 1

## Introduction

The classical and new fluid materials have a wide application in the chemical, food and beverage, and pharmaceutical technologies. They are used for a production of emulsions and foams, drugs with a controllable release, detergents, coating formulations, cosmetic products [1.1, 1.2. Similar systems find applications also in drug delivery, oilfield industry, turbulent drag-reduction applications, medicine, and environmental protection [1.3, 1.4. The wide applications and the competition between the companies-producers have led to improvements in the properties of the formulations concerning washing action, skin and eye irritation action, stability and durability, biodegradability, tolerance to hard water, etc., and the design of new fluid materials with preliminary defined rheological properties. For these applications, it is required to have a mathematical description of the materials and processes. There are two main approaches for doing that - molecular dynamics, which describes all molecules in a fluid and their interactions, and fluid dynamics, which assumes that the fluid is continuous, i.e. it neglects the spaces between the molecules. Molecular dynamics requires much more computing power, which makes it inapplicable for three-dimensional problems. Due to this fact, we describe the fluids in this work in the frame of fluid dynamics.

In continuous mechanics, fluid motion is based on the mass, momentum and moment, and energy balance equations. For example, the general mass balance equation, which is based on the fact that mass is not created nor destroyed, has the form [1.5]

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\nabla \cdot \mathbf{v}=0 \tag{1.1}
\end{equation*}
$$

where $t$ is time, $\nabla$ is the spatial gradient operator, $\rho$ is the mean mass density, and $\mathbf{v}$ is the mass average velocity vector. In most applications, Eq. (1.1) is not sufficient to describe the problem, since the average velocity of the fluid is usually sought. Due to that fact, the general momentum balance equation, which is analog to the Newton second law for continuous medium, is added to the description [1.5, 1.6]:

$$
\begin{equation*}
\frac{\partial}{\partial t}(\rho \mathbf{v})+\nabla \cdot\left(\rho \mathbf{v v}-\mathbf{P}-\mathbf{P}_{b}\right)=0 \tag{1.2}
\end{equation*}
$$

where $\mathbf{P}$ is the material stress tensor, and $\mathbf{P}_{b}$ is the tensor potential of the body force vector $f$ per unit volume, i.e. $\mathbf{f} \equiv \nabla \cdot \mathbf{P}_{b}$. The force, $\mathbf{f}$, can be known (e.g. the gravity force), or the result from another type of interaction (e.g. the electrostatic force, which is described by the Maxwell electrostatic tensor $\mathbf{P}_{b}$ 1.7 and becomes a solution of the respective electrostatic
problem). Note that the system $\sqrt{1.1}$ ) and $\left(\sqrt{1.2}\right.$ is not closed for known $\mathbf{P}_{b}$. In order to close it, additional information about the material stress tensor $\mathbf{P}$, which depends on the type of fluid, is required.

Rheology [1.8] studies the semi-empirical relationships between the material stress tensor $\mathbf{P}$ and other system parameters (constitutive relations), which describe the special properties of the fluids. For example, the constitutive relationship for Newtonian fluids states that there is a linear relationship between stress $\mathbf{T}$ and strain, i.e.

$$
\begin{equation*}
\mathbf{T}=-p \mathbf{I}+\left(\xi-\frac{2 \eta}{3}\right)(\nabla \cdot \mathbf{v}) \mathbf{I}+\eta\left[\nabla \mathbf{v}+(\nabla \mathbf{v})^{T}\right] \tag{1.3}
\end{equation*}
$$

where $p$ is the pressure and $\mathbf{I}$ is the identity tensor. There are many fluids, which do not obey the Newtonian constitutive law. These fluids are called complex fluids. Examples of complex fluids are some special kinds of magnetic liquids, liquid crystals, blood and biological tissues. For them, the stress tensor, $\mathbf{P}$, is not even symmetric [1.9]. In most cases, $\mathbf{P}$ is a symmetric tensor - there are no micro-moments, acting on the fluid element (a consequence of the angular momentum balance equation). In the case of typical physicochemical applications, the continuum media are incompressible (the fluid density is a constant) and because of the small sizes of the investigated objects, the velocities of motion are so slow that the bulk fluids are Newtonian and the inertia term in Eq. (1.2) is negligible [1.10, 1.11. The result of these simplifications is the well-known Stokes problem:

$$
\begin{equation*}
\nabla \cdot \mathbf{v}=0, \quad \nabla p=\eta \Delta \mathbf{v}+\mathbf{f} \tag{1.4}
\end{equation*}
$$

where $p$ is the pressure, $\eta$ is the dynamic shear viscosity, and $\Delta$ is the Laplace operator. From the mathematical viewpoint, Eq. (1.4) leads to $\Delta p=0$ and to the fourth order partial differential equations for the velocity components, $\Delta(\Delta \mathbf{v})=0$. In the physicochemical and biological applications, the complex fluids are multicomponent and the distribution of each species follows the diffusion-convection equations with already calculated velocity field.

The main difference between classical hydrodynamics of multicomponent systems and the physicochemical approach is in the physical description of the boundaries between two phases [1.12, 1.13 . In classical hydrodynamics, the boundary is treated as a mathematical dividing surface, while from the physicochemical aspect - it is two-dimensional material continuum, which has all attributes of the material phases (dilatational elasticities and viscosities, 2D pressure called surface tension, surface charge density, etc.). Moreover, depending on the concrete type of the interfaces, two-dimensional continuum can be not fluid - for example, cell membranes, particle-laden interfaces, interfaces with adsorbed surfactants, proteins or polymers, etc. In addition, the three-phase contact lines represent one-dimensional material continuum with special properties (e.g. line tension, line charge density, etc.). The next important difference between three-dimensional phases and interfaces is that one- and twodimensional phases are very deformable and compressible.

The forces, acting on the material interfaces, are not isotropic. Instead of the classical kinematic boundary conditions, the interfacial stress tensor, $\sigma$, obeys the momentum balance equation:

$$
\begin{equation*}
\nabla_{s} \cdot \sigma=\mathbf{n} \cdot<\mathbf{P}+\mathbf{P}_{b}> \tag{1.5}
\end{equation*}
$$

at the dividing surface, where $\mathbf{n}$ is the unit normal vector, $\nabla_{s}$ is the surface gradient operator, and $\langle\cdots\rangle$ means the difference between stress and force tensors from both sides of the contiguous 3D phases. Analogous to the volume metrics, semi-empirical laws are needed to
relate the interfacial stress tensor with the physical properties of the 2D continuum media. Note that the whole behavior of the bulk flows depends on the specific properties of the bound and dividing surfaces. For example, the flow over the solid surface (tangentially immobile with no-slip boundary condition) has considerably different properties than that over a free surface (fully mobile interface) at which there is not tangential friction (e.g. pure water/air interface).

The theoretical description of the interfacial rheological laws is quite difficult because of the complex mathematical tasks related to the appearance of deformable surfaces, adjusted volumes, singularities at the three-phase contact lines, etc. 1.14. Moreover, the molecular dynamic simulations use a large number of molecules or nanoparticles at the interface, which move under the action of intermolecular, electric and drag forces. From the viewpoint of chemical and biological applications [1.14, these problems are deeply related to the twodimensional ordering and crystallization of particles and proteins. The sizes of nanoparticles, protein molecules and polymers are small so that they are called in the literature colloidal particles to distinguish them from solid particles with sizes larger than $3 \mu \mathrm{~m}$, which are not Brownian and for them the gravity and the density difference with the fluid are important. Finally, the mathematical description of the shape of interfaces leads additionally not only to the boundary problem but to a more difficult boundary value problem because physically the respective capillary profiles must be closed - the shape of bubbles, drops, red blood cells, etc. are closed and represent only one stable solution of the respective generalized Laplace equations of capillarity [1.15.

The aim of this thesis is to consider three applications of the boundary value problems in the case of linear or strongly nonlinear models of the second or higher orders. The first two of them are related to the properties of colloidal particles, attached to the interfaces. For the computer modeling of the multi-particle problems, fast and precise computer modules for calculation of the forces, acting on an individual colloidal particle are needed. One of them is the calculation of the electro-dipping force, acting on the colloidal particle, accounting for the dielectric constants of all different media. In the literature, this problem is solved in a particular case of one fully conductive phase. The second problem is to calculate the drag force, acting on the individual colloidal particle, which is attached to the interface and translates along it. This problem is solved in the literature, using the two-vorticity-onevelocity formulation but the applied numerical algorithm is slow and the singularity at the three phase contact line is not isolated. The third aim is to clarify the effect of interfacial rheology (tangential mobility and immobility of interfaces) on the motion of long bubble in a narrow cylindrical capillary under simultaneous action of gravity and Poiseuille flow. We must compare our calculations with available experimental data in order to prove their validity and range of applications. In the particular case of very small velocity of motion, the analytical approximations in the literature for the gravity motion and for the pressure-driven motion separately are known as the classical Bretherton problem.

The solutions to the three problems could be used as a part of highly complex procedures. An application of the first problem is to calculate the electro-dipping force at a curved surface, which could be done by computing consecutively the distribution of the electrostatic potentials in the presence of a flat surface; how the electrostatic components of pressure tensor deform the flat surface; the electric field in the presence of the deformed surface; etc. The solution to the second problem could be applied for determining the contact angle of micron particles (finding the contact angle for which the best fit of experimental data for the drag coefficient is obtained) and for solving the two-dimensional crystallization problem (which is transformed to a problem for ordering of many moving particles and for each of
them the drag coefficient is computed). The solution to the third problem could be used to obtain fluid parameters of a long bubble moving in a capillary, using an image of a bubble.

All the described applications require repeated solving of the problems, considered in the present work. In this regard, both the accuracy of the calculations and their speed are of utmost importance. Since implemented computer programs can be used by practitioners, they must run on a laptop or personal computer. Due to these requirements, we use different transformations of the first two problems (related both to the form of the differential equations and to the geometry of the problems), which greatly simplify the problems to be solved and, thus, reduce the computational time. Finally, the general problem of a long bubble in a tube under the action of gravity and Poiseuille flow is solved under the assumption of the small thickness of the film layer. To achieve sufficient accuracy for different values of the parameters, it is necessary to perform not a small number of calculations by hand. Although the numerical methods used to solve the considered problems require an one-time execution of a large number of calculations by hand, we consider that they are consistent with the objectives of the present study, stated above.

The thesis is organized as follows. The respective problems are described in Chapters 2 3 and 4 which contain an abstract, literature review, a description of the problem, a method for its solution, detail conclusions and cited references. In fact, these chapters correspond to our publications but do not reproduce them directly. The chapters include detailed mathematical calculations and algorithm descriptions, which are not included in the publications due to the restricted volume. The actuality of the considered problems, new elements in their treatments from physicochemical and mathematical aspects, compared to the available results in the literature, and the main strategies for solving the problems are written in Chapter 5, where our claims are summarized in three points. Finally, because of the possible identical references, cited after different chapters, the list of all used references is added. The thesis contains an appendix and three supplementary materials, which give information on the topics "Tensors in curvilinear coordinates", "Electrostatics" and "Continuum fluid mechanics".
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## Chapter 2

## Effect of the ionic strength on the electro-dipping force

In this chapter, we compute the potential distributions, acting on a dielectric particle, attached to the boundary between water and nonpolar fluid. This calculation is important for the characterization of the surface charge density of micron-size objects and their threephase contact angles [2.1]. The problem was solved semi-analytically, using the MehlerFock transformation in the idealized case, when one of the phases has an infinite dielectric permittivity [2.2]. In the current work, we consider the more realistic case of finite dielectric permittivity of the polar phase. Moreover, we propose a numerical method for calculating the distribution of the electrostatic potential in the three phases. An expression for the singularity parameter at the three-phase contact line is analytically derived. In all of the studied cases, the singularity is weaker than that in the simplified case, studied in [2.2]. The obtained results show that: i) the electrostatic potential distribution is close to that in the model case for micron-size particles, large values of the ionic strength and dielectric constant of the polar phase; ii) the force, arising from the electrostatic field in the polar phase, cannot be neglected for small (nano-size) particles and low ionic strengths.

The results, included in this chapter, are published in

- G. Lyutskanova-Zhekova, K. Danov, Effect of Ionic Strength on the Electro-Dipping Force. In Proceedings of the 9th International conference on Numerical Methods and Applications NMA, Borovets, Bulgaria, 20-24 August 2018; Lecture Notes in Computer Science Volume, SJR: 0.427 (2019). DOI: 10.1007/978-3-030-10692-8_49.


### 2.1 Literature overview

The prediction of the properties of dielectric particles at fluid-fluid interfaces is of a crucial importance for the characterization of a particle monolayer [2.1, 2.3], formation of particlestabilized emulsions [2.2, 2.4, 2.5] and colloidosomes [2.6, 2.7, which have a wide application in cosmetics [2.4], food industry [2.8], enhanced oil recovery [2.9], biomedical field [2.10], etc.

We consider a particle, which is attached to the boundary between two dielectric fluid phases. In the absence of electrostatic effects, the position of the particle is determined by the contact angle. For electrically charged particles, attached to the water-nonpolar
interface, an electrodipping force occurs [2.11]. It pushes the particle in the direction of the water phase, which has a greater dielectric constant [2.11]. For micron-sized particles, the effect of electric force is more pronounced than that of gravity 2.11. Moreover, the deformation of the interface around the particle due to gravity is negligible for particles of radius smaller than $2-3$ microns [2.1].

In the current work, we model a small particle (of radius less than $2-3$ microns), which is attached to the flat interface between water and nonpolar fluid. We assume that there are surface charges at the particle-nonpolar phase (their existence is established due to the electrostatic repulsion between particles at the oil-water interface [2.11, 2.12]). In the idealized case of water phase with infinite dielectric permittivity, this problem was solved semi-analytically, using the Mehler-Fock transformation [2.2. The effect of an external electric field, applied to the particle, was discussed in 2.13. Our aim in the present study is to analyze the effect of water phase with a finite value of the dielectric constant and to calculate the distribution of the electrostatic potentials in all the phases. We solve the Laplace equations in complex physical domains, using modified toroidal coordinates. The developed numerical scheme, which is of second-order with respect to space and numerical time, allows fast and precise calculations.

Finding the distribution of the electrostatic potentials in the case of a flat surface is an essential step in order to compute the electrodipping force in the case of a deformed surface. The main idea is the following. First, one computes the distribution of the electrostatic potentials in the presence of flat surface. Second, one calculates how the electrostatic components of pressure tensor affect the surface deformation. The third step is to calculate the electric field in the presence of the deformed surface and so on. This is, in general, a rather complex numerical problem, and so we limit ourselves in the current work to the first step, i.e. to compute the distributions of the electrostatic potentials in the case of flat surface.

The current chapter is structured as follows. We formulate the problem in Sec. 2.2 and nondimensionalize it in Sec. 2.3. In Sec. 2.4 , one formulates the problem into modified toroidal coordinates. This formulation transforms the complex geometry of the problem into rectangles. Next, the asymptotic behaviour of the model near the three-phase contact line is investigated in Sec. 2.5. The numerical method and algorithm for finding the potential distributions are presented in Sec. 2.6, while the numerical results are described in Sec. 2.7

### 2.2 Mathematical formulation of the problem

A spherical charged dielectric particle of radius $R$ and dielectric constant $\varepsilon_{\mathrm{p}}$ is attached to the interface between nonpolar (oil, air) and water phases with dielectric constants $\varepsilon_{\mathrm{n}}$ and $\varepsilon_{\mathrm{w}}$, respectively (Fig. 2.1). The particle position is determined by the three-phase contact angle $\alpha$ (see Fig. 2.1) and, therefore, the radius of the three-phase contact line is $r_{\mathrm{c}}=R \sin \alpha$.

There are surface charges at particle-nonpolar phase boundary (their existence is proven in [2.14, 2.15]). In [2.11, Danov and coworkers found out the values of surface charge density for oil-water and air-water interface (in the case of glass particles) are constant (independent of the specific experiment). Thus, in this work, we shall consider surface charges of constant surface charge density $\sigma_{\mathrm{pn}}$ at the particle-nonpolar fluid surface $S_{\mathrm{pn}}$. These charges induce electrostatic potentials $\varphi_{\mathrm{n}}, \varphi_{\mathrm{w}}$ and $\varphi_{\mathrm{p}}$ in the nonpolar phase, in the water phase and in the particle, respectively. The potentials, $\varphi_{j}$, are modelled as solutions of the Laplace equations


Figure 2.1: Sketch of a particle at the interface between water and nonpolar phases.
(see Supplementary material T, Sect. T.4.1) in the volumes, $V_{j}$, i.e.:

$$
\begin{equation*}
\nabla^{2} \varphi_{\mathrm{w}}=0 \text { in } V_{\mathrm{w}}, \nabla^{2} \varphi_{\mathrm{n}}=0 \text { in } V_{\mathrm{n}}, \nabla^{2} \varphi_{\mathrm{p}}=0 \text { in } V_{\mathrm{p}} . \tag{2.1}
\end{equation*}
$$

In order to close the problem, we add boundary conditions at the dividing surfaces. The tangential boundary conditions (see Supplementary material T, Sect. T.5.1) state that all potentials are continuous functions at the dividing boundaries:

$$
\begin{equation*}
\varphi_{\mathrm{p}}=\varphi_{\mathrm{w}} \text { at } S_{\mathrm{pw}}, \varphi_{\mathrm{p}}=\varphi_{\mathrm{n}} \text { at } S_{\mathrm{pn}}, \varphi_{\mathrm{n}}=\varphi_{\mathrm{w}} \text { at } S_{\mathrm{nw}} \tag{2.2}
\end{equation*}
$$

where $S_{\mathrm{pw}}$ and $S_{\mathrm{nw}}$ are the particle-water and nonpolar-water phase boundaries, respectively. At the boundaries between water and dielectric phases, $S_{\mathrm{pw}}$ and $S_{\mathrm{nw}}$, there are no adsorbed charges, therefore, the normal boundary conditions (see Supplementary material T, Sect. T.5.2 read

$$
\begin{align*}
\varepsilon_{\mathrm{w}} \mathbf{n} \cdot \nabla \varphi_{\mathrm{w}} & =\varepsilon_{\mathrm{n}} \mathbf{n} \cdot \nabla \varphi_{\mathrm{n}} \text { at } S_{\mathrm{nw}}  \tag{2.3}\\
\varepsilon_{\mathrm{w}} \mathbf{n}_{\mathrm{p}} \cdot \nabla \varphi_{\mathrm{w}} & =\varepsilon_{\mathrm{p}} \mathbf{n}_{\mathrm{p}} \cdot \nabla \varphi_{\mathrm{p}} \text { at } S_{\mathrm{pw}} \tag{2.4}
\end{align*}
$$

where $\mathbf{n}_{\mathrm{p}}$ is the outer unit normal vector to the particle surface and $\mathbf{n}$ is the unit normal to $S_{\mathrm{nw}}$, pointing at the nonpolar phase (Fig. 2.1). At the charged part of the particle surface, $S_{\mathrm{pn}}$, we apply the electrostatic normal boundary condition

$$
\begin{equation*}
\varepsilon_{0}\left(\varepsilon_{\mathrm{p}} \mathbf{n}_{\mathrm{p}} \cdot \nabla \varphi_{\mathrm{p}}-\varepsilon_{\mathrm{n}} \mathbf{n}_{\mathrm{p}} \cdot \nabla \varphi_{\mathrm{n}}\right)=\sigma_{\mathrm{pn}} \text { at } S_{\mathrm{pn}} \tag{2.5}
\end{equation*}
$$

where $\varepsilon_{0}$ is the dielectric permittivity in vacuum. Finally, the electrostatic potentials vanish at infinity. More information about the derivation of the model could be found in Supplementary material T .

### 2.3 Dimensionless formulation of the problem

It is appropriate to introduce a cylindrical coordinate system $\operatorname{Or} \theta z$ with axis of revolution $O z$ and the radial, vertical and polar coordinates, $r, z$ and $\theta$, respectively, see Fig. 2.1.

Then, for numerical calculations, it is convenient to reformulate the problem 2.1-2.5 in a dimensionless form by introducing the following dimensionless operators and variables:

$$
\begin{equation*}
\bar{r}=\frac{r}{r_{c}}, \bar{z}=\frac{z}{r_{c}}, \bar{\nabla}=r_{c} \nabla, \bar{\nabla}^{2}=r_{c}^{2} \nabla^{2}, \bar{\varphi}_{j}=\frac{\varphi_{j} \varepsilon_{0} \varepsilon_{\mathrm{n}}}{r_{\mathrm{c}} \sigma_{\mathrm{pn}}}, j=\mathrm{p}, \mathrm{n}, \mathrm{w} \tag{2.6}
\end{equation*}
$$

and the dielectric ratios $\$^{1}$

$$
\begin{equation*}
\varepsilon_{\mathrm{pn}}=\frac{\varepsilon_{\mathrm{p}}}{\varepsilon_{\mathrm{n}}}, \quad \varepsilon_{\mathrm{wn}}=\frac{\varepsilon_{\mathrm{w}}}{\varepsilon_{\mathrm{n}}}, \tag{2.7}
\end{equation*}
$$

see Eq. 2.5). By substituting the dimensionless expressions 2.6) and 2.7 in the considered problem, 2.1-2.5), we obtain

$$
\begin{align*}
\bar{\nabla}^{2} \bar{\varphi}_{\mathrm{w}} & =0 \text { in } V_{\mathrm{w}}, \bar{\nabla}^{2} \bar{\varphi}_{\mathrm{n}}=0 \text { in } V_{\mathrm{n}}, \bar{\nabla}^{2} \bar{\varphi}_{\mathrm{p}}=0 \text { in } V_{\mathrm{p}}  \tag{2.8}\\
\bar{\varphi}_{\mathrm{n}} & =\bar{\varphi}_{\mathrm{w}}, \varepsilon_{\mathrm{wn}} \mathbf{n} \cdot \bar{\nabla} \bar{\varphi}_{\mathrm{w}}=\mathbf{n} \cdot \bar{\nabla} \bar{\varphi}_{\mathrm{n}} \text { at } S_{\mathrm{nw}}  \tag{2.9}\\
\bar{\varphi}_{\mathrm{p}} & =\bar{\varphi}_{\mathrm{w}}, \varepsilon_{\mathrm{wn}} \mathbf{n}_{\mathrm{p}} \cdot \bar{\nabla} \bar{\varphi}_{\mathrm{w}}=\varepsilon_{\mathrm{pn}} \mathbf{n}_{\mathrm{p}} \cdot \bar{\nabla} \bar{\varphi}_{\mathrm{p}} \text { at } S_{\mathrm{pw}}  \tag{2.10}\\
\bar{\varphi}_{\mathrm{p}} & =\bar{\varphi}_{\mathrm{n}}, \varepsilon_{\mathrm{pn}} \mathbf{n}_{\mathrm{p}} \cdot \bar{\nabla} \bar{\varphi}_{\mathrm{p}}-\mathbf{n}_{\mathrm{p}} \cdot \bar{\nabla} \bar{\varphi}_{\mathrm{n}}=1 \text { at } S_{\mathrm{pn}} \tag{2.11}
\end{align*}
$$

In the next computations, we skip the bars for notation simplicity.

### 2.4 Formulation of the problem in toroidal coordinates

The problem $\sqrt{2.8}-(2.11)$ is axissymetric and, therefore, the solution is independent of $\theta$ (see Fig. 2.2). Thus, we consider only the half-plane $\theta=0$. Next, the complex dielectric phases domains (Fig. 2.2) is transformed into rectangles (Fig. 2.3) by introducing modified toroidal coordinates $\tau$ and $\sigma$ :

$$
\begin{equation*}
r=\frac{1-\tau^{2}}{h}, z=\frac{2 \tau \sin \sigma}{h}, h(\tau, \sigma)=1+\tau^{2}-2 \tau \cos \sigma \tag{2.12}
\end{equation*}
$$

see Supplementary material S, Sect. S.5.7. Let us denote the unit vectors of the local basis by $\mathbf{e}_{\tau}$ and $\mathbf{e}_{\sigma}$ and the positions of the interfaces are $\sigma=0$ and $\sigma=2 \pi$ from both sides of $S_{\mathrm{nw}} ; \sigma=\pi-\alpha$ at $S_{\mathrm{pn}} ; \sigma=2 \pi-\alpha$ at $S_{\mathrm{pw}}$ (see the definition of $\sigma$, Eq. S.284, and Figs. S. 10 and S.11 in the Supplementary Material S).

The axis of revolution corresponds to $\tau=1$ and the three-phase contact line - to the pole, $A_{+}$, where $\tau=0$ (see Fig. S.9 in the Supplementary Material S). For $\tau=1$ and $\sigma=0$, the transformation is singular.

Using the fact that the solution in independent of $\theta$ and the formulae for gradient in toroidal coordinates and Laplacian in toroidal coordinates, Eqs. (S.377) and (S.379) in the Supplementary Material S, one obtains

$$
\begin{align*}
\nabla^{2} \varphi & =\frac{h^{3}}{4 \tau\left(1-\tau^{2}\right)} \frac{\partial}{\partial \tau}\left[\frac{\tau\left(1-\tau^{2}\right)}{h} \frac{\partial \varphi}{\partial \tau}\right]+\frac{h^{3}}{4 \tau^{2}} \frac{\partial}{\partial \sigma}\left(\frac{1}{h} \frac{\partial \varphi}{\partial \sigma}\right),  \tag{2.13}\\
\mathbf{n}_{\mathrm{p}} \cdot \nabla \varphi & =-\frac{h}{2 \tau} \frac{\partial \varphi}{\partial \sigma} \text { at } S_{\mathrm{pn}}, \mathbf{n}_{\mathrm{p}} \cdot \nabla \varphi=\frac{h}{2 \tau} \frac{\partial \varphi}{\partial \sigma} \text { at } S_{\mathrm{pw}},  \tag{2.14}\\
\mathbf{n} \cdot \nabla \varphi & =\frac{h}{2 \tau} \frac{\partial \varphi}{\partial \sigma} \text { at } S_{\mathrm{nw}}, \tag{2.15}
\end{align*}
$$
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Figure 2.2: A toroidal coordinate system $(\tau, \sigma)$, in which the physical domains are transformed into rectangles.


Figure 2.3: Rectangular numerical domain in toroidal coordinates.
see Fig. 2.2. From the latter, we obtain the dimensionless formulation of the considered problem for the electrostatic potentials. In the volumes, we apply the equations 2.8):

$$
\begin{equation*}
L_{0}\left[\varphi_{\mathrm{w}}\right]=0, L_{0}\left[\varphi_{\mathrm{n}}\right]=0, L_{0}\left[\varphi_{\mathrm{p}}\right]=0 \tag{2.16}
\end{equation*}
$$

where the operator $L_{0}$ is defined via the formula

$$
\begin{equation*}
L_{0}[\varphi]=\frac{h^{3}}{4 \tau\left(1-\tau^{2}\right)} \frac{\partial}{\partial \tau}\left[\frac{\tau\left(1-\tau^{2}\right)}{h} \frac{\partial \varphi}{\partial \tau}\right]+\frac{h^{3}}{4 \tau^{2}} \frac{\partial}{\partial \sigma}\left(\frac{1}{h} \frac{\partial \varphi}{\partial \sigma}\right) \tag{2.17}
\end{equation*}
$$

see Eq. 2.17. At the dividing boundaries $S_{\mathrm{nw}}, S_{\mathrm{pw}}, S_{\mathrm{pn}}$, the boundary conditions have the form

$$
\begin{align*}
& \left.\varphi_{\mathrm{n}}\right|_{\sigma=0}=\left.\varphi_{\mathrm{w}}\right|_{\sigma=2 \pi},\left.\frac{\partial \varphi_{\mathrm{n}}}{\partial \sigma}\right|_{\sigma=0}=\left.\varepsilon_{\mathrm{wn}} \frac{\partial \varphi_{\mathrm{w}}}{\partial \sigma}\right|_{\sigma=2 \pi}  \tag{2.18}\\
& \left.\varphi_{\mathrm{p}}\right|_{\sigma=2 \pi-\alpha}=\left.\varphi_{\mathrm{w}}\right|_{\sigma=2 \pi-\alpha},\left.\varepsilon_{\mathrm{pn}} \frac{\partial \varphi_{\mathrm{p}}}{\partial \sigma}\right|_{\sigma=2 \pi-\alpha}=\left.\varepsilon_{\mathrm{wn}} \frac{\partial \varphi_{\mathrm{w}}}{\partial \sigma}\right|_{\sigma=2 \pi-\alpha}  \tag{2.19}\\
& \left.\varphi_{\mathrm{n}}\right|_{\sigma=\pi-\alpha}=\left.\varphi_{\mathrm{p}}\right|_{\sigma=\pi-\alpha},\left.\frac{\partial \varphi_{\mathrm{n}}}{\partial \sigma}\right|_{\sigma=\pi-\alpha}-\left.\varepsilon_{\mathrm{pn}} \frac{\partial \varphi_{\mathrm{p}}}{\partial \sigma}\right|_{\sigma=\pi-\alpha}=\frac{2 \tau}{h} \tag{2.20}
\end{align*}
$$

see Eqs. 2.9 - 2.11. In order to close the problem, we have to add boundary conditions at the axis of revolution and at the three-phase contact line. We assume that the bulk equations holds true at the axis of revolution. Thus, the boundary conditions are obtained by finding the leading order of the equations $L_{0}[\varphi]=0$ for $\tau \rightarrow 1$, i.e.

$$
\begin{equation*}
L_{0}\left[\varphi_{l}\right]=-\frac{2 \tau^{2} h^{2}}{4 \tau\left(1-\tau^{2}\right)} \frac{\partial \varphi_{l}}{\partial \tau}+\cdots=-\frac{(2-2 \cos \sigma)^{2}}{4(1-\tau)} \frac{\partial \varphi_{l}}{\partial \tau}+\cdots=0, l=\mathrm{n}, \mathrm{p}, \mathrm{w} \tag{2.21}
\end{equation*}
$$

Then, the following boundary conditions:

$$
\begin{equation*}
\left.\frac{\partial \varphi_{\mathrm{n}}}{\partial \tau}\right|_{\tau=1}=\left.\frac{\partial \varphi_{\mathrm{p}}}{\partial \tau}\right|_{\tau=1}=\left.\frac{\partial \varphi_{\mathrm{w}}}{\partial \tau}\right|_{\tau=1}=0 \tag{2.22}
\end{equation*}
$$

are added at the axis of revolution, $\tau=1$. From physical viewpoint, these boundary conditions are trivial because of the axial symmetry of the problem.

Due to the fact that the electrostatic potentials are defined up to an additive constant (see Supplementary material T), we could choose instead the potentials to be zero at infinity (one of the boundaries in the Cartesian coordinates), the potentials to be zero at the pole $A_{+}$, i.e.

$$
\begin{equation*}
\varphi_{\mathrm{n}}=\varphi_{\mathrm{p}}=\varphi_{\mathrm{w}}=0 \text { for } \tau=0 \tag{2.23}
\end{equation*}
$$

In such a way, one obtains a simple boundary condition at the three-phase contact line. Then, the physical electrostatic potential, which has a zero value at infinity, is obtained by subtracting the calculated potential at infinity from $\varphi_{l}, l=\mathrm{n}, \mathrm{p}, \mathrm{w}$.

### 2.5 Asymptotic behaviour of the model

The electro-dipping force $F_{e l}$ could be computed by integrating the electrostatic pressure $p_{e l}$, exerted at the fluid-fluid interface [2.11], multiplied by the radial coordinate, i.e.:

$$
\begin{equation*}
F_{e l}=-2 \pi \int_{r_{c}}^{\infty} r \cdot p_{e l}(r) d r \tag{2.24}
\end{equation*}
$$

In [2.11], the following simple semiempirical expression for the electric pressure $p_{e l}$ :

$$
\begin{equation*}
p_{e l}=\frac{A}{\left(r-r_{c}\right)^{1-\eta} r^{5+\eta}} \tag{2.25}
\end{equation*}
$$

is obtained, where $A$ and $\eta$ are constants, $0<\eta<1$. Therefore, the integral 2.24 is singular at $r=r_{c}$ and $0<\eta<1$. The type of the singularity is essential in order to obtain high accuracy of the numerical integration.

Due to this fact, we shall investigate the asymptotic behaviour of the model equations in the close vicinity of the three-phase contact line (for $\tau \rightarrow 0$ ) in the current section. In order to do that, we are looking for the solution of the problem $2.16-2.20$ in the form

$$
\begin{equation*}
\varphi_{i}=\tau^{\nu} \Phi_{i}(\sigma)+O\left(\tau^{\nu+1}\right), i=\mathrm{n}, \mathrm{p}, \mathrm{w} \tag{2.26}
\end{equation*}
$$

Substituting the latter in Eq. (2.17), we obtain

$$
\begin{align*}
\nabla^{2} \varphi_{i}= & \frac{h^{3} \nu \Phi_{i}}{4 \tau\left(1-\tau^{2}\right)} \frac{\partial}{\partial \tau}\left[\frac{\tau^{\nu}\left(1-\tau^{2}\right)}{h}\right]+\frac{h^{3} \tau^{\nu}}{4 \tau^{2}} \frac{\partial}{\partial \sigma}\left(\frac{1}{h} \frac{\partial \Phi_{i}}{\partial \sigma}\right)+\ldots \\
= & \frac{h^{3} \nu \Phi_{i}}{4 \tau\left(1-\tau^{2}\right)}\left[\frac{\nu \tau^{\nu-1}-(\nu+2) \tau^{\nu+1}}{h}-\frac{\left(\tau^{\nu}-\tau^{\nu+2}\right)(2 \tau-2 \cos \sigma)}{h^{2}}\right] \\
& \quad+\frac{h^{3} \tau^{\nu-2}}{4}\left(-\frac{2 \tau \sin \sigma}{h^{2}} \frac{\partial \Phi_{i}}{\partial \sigma}+\frac{1}{h} \frac{\partial^{2} \Phi_{i}}{\partial \sigma^{2}}\right)+\ldots \\
= & \frac{h^{2} \tau^{\nu-2}}{4}\left\{\frac{\partial^{2} \Phi_{i}}{\partial \sigma^{2}}+\frac{\nu^{2} \Phi_{i}}{1-\tau^{2}}\right\}+O\left(\tau^{\nu-1}\right), i=\mathrm{n}, \mathrm{p}, \mathrm{w} \tag{2.27}
\end{align*}
$$

Then, for small values of $\tau$, the leading order problem has the following form

$$
\begin{equation*}
\frac{\partial^{2} \Phi_{i}}{\partial \sigma^{2}}+\nu^{2} \Phi_{i}=0, i=\mathrm{n}, \mathrm{p}, \mathrm{w} \tag{2.28}
\end{equation*}
$$

Therefore, the leading order solutions of Eqs. 2.8 for $\tau \rightarrow 0, \varphi_{i}^{0}$, are

$$
\begin{equation*}
\varphi_{i}^{0}=\tau^{\nu}\left[A_{i}^{c} \cos (\nu \sigma)+A_{i}^{s} \sin (\nu \sigma)\right], i=\mathrm{n}, \mathrm{p}, \mathrm{w} \tag{2.29}
\end{equation*}
$$

where $A_{i}^{c}$ and $A_{i}^{s}$ are unknown constants, which are found as a solution of system of six linear equations, obtained from the boundary conditions. For computational convenience, we reformulate the boundary conditions $2.18-2.20$ as follows:

$$
\begin{align*}
& \left.\varphi_{\mathrm{n}}\right|_{\sigma=0}=\left.\varphi_{\mathrm{w}}\right|_{\sigma=0},\left.\frac{\partial \varphi_{\mathrm{n}}}{\partial \sigma}\right|_{\sigma=0}=\left.\varepsilon_{\mathrm{wn}} \frac{\partial \varphi_{\mathrm{w}}}{\partial \sigma}\right|_{\sigma=0},  \tag{2.30}\\
& \left.\varphi_{\mathrm{n}}\right|_{\sigma=\pi-\alpha}=\left.\varphi_{\mathrm{p}}\right|_{\sigma=\pi-\alpha},\left.\frac{\partial \varphi_{\mathrm{n}}}{\partial \sigma}\right|_{\sigma=\pi-\alpha}-\left.\varepsilon_{\mathrm{pn}} \frac{\partial \varphi_{\mathrm{p}}}{\partial \sigma}\right|_{\sigma=\pi-\alpha}=\frac{2 \tau}{h},  \tag{2.31}\\
& \left.\varphi_{\mathrm{p}}\right|_{\sigma=2 \pi-\alpha}=\left.\varphi_{\mathrm{w}}\right|_{\sigma=-\alpha},\left.\quad \varepsilon_{\mathrm{pn}} \frac{\partial \varphi_{\mathrm{p}}}{\partial \sigma}\right|_{\sigma=2 \pi-\alpha}=\left.\varepsilon_{\mathrm{wn}} \frac{\partial \varphi_{\mathrm{w}}}{\partial \sigma}\right|_{\sigma=-\alpha} \tag{2.32}
\end{align*}
$$

by considering $\sigma$ to be in the interval $[-\alpha, 2 \pi-\alpha]$ instead of $[0,2 \pi]$. Due to the fact
$0<\eta<1$, the leading order boundary conditions acquire the form:

$$
\begin{align*}
& \left.\varphi_{\mathrm{n}}^{0}\right|_{\sigma=0}=\left.\varphi_{\mathrm{w}}^{0}\right|_{\sigma=0},\left.\frac{\partial \varphi_{\mathrm{n}}^{0}}{\partial \sigma}\right|_{\sigma=0}=\left.\varepsilon_{\mathrm{wn}} \frac{\partial \varphi_{\mathrm{w}}^{0}}{\partial \sigma}\right|_{\sigma=0},  \tag{2.33}\\
& \left.\varphi_{\mathrm{n}}^{0}\right|_{\sigma=\pi-\alpha}=\left.\varphi_{\mathrm{p}}^{0}\right|_{\sigma=\pi-\alpha},\left.\frac{\partial \varphi_{\mathrm{n}}^{0}}{\partial \sigma}\right|_{\sigma=\pi-\alpha}=\left.\varepsilon_{\mathrm{pn}} \frac{\partial \varphi_{\mathrm{p}}^{0}}{\partial \sigma}\right|_{\sigma=\pi-\alpha},  \tag{2.34}\\
& \left.\varphi_{\mathrm{p}}^{0}\right|_{\sigma=2 \pi-\alpha}=\left.\varphi_{\mathrm{w}}^{0}\right|_{\sigma=-\alpha},\left.\quad \varepsilon_{\mathrm{pn}} \frac{\partial \varphi_{\mathrm{p}}^{0}}{\partial \sigma}\right|_{\sigma=2 \pi-\alpha}=\left.\varepsilon_{\mathrm{wn}} \frac{\partial \varphi_{\mathrm{w}}^{0}}{\partial \sigma}\right|_{\sigma=-\alpha} . \tag{2.35}
\end{align*}
$$

Substituting the general form of the solutions (2.29) in Eq. (2.33), one gets

$$
\begin{equation*}
A_{\mathrm{n}}^{\mathrm{c}}=A_{\mathrm{w}}^{\mathrm{c}}, A_{\mathrm{n}}^{\mathrm{s}}=\varepsilon_{\mathrm{wn}} A_{\mathrm{w}}^{\mathrm{s}} \tag{2.36}
\end{equation*}
$$

We conclude from Eq. (2.34) that

$$
\begin{align*}
& A_{\mathrm{n}}^{\mathrm{c}} \cos [\nu(\pi-\alpha)]+A_{\mathrm{n}}^{\mathrm{s}} \sin [\nu(\pi-\alpha)]=A_{\mathrm{p}}^{\mathrm{c}} \cos [\nu(\pi-\alpha)]+A_{\mathrm{p}}^{\mathrm{s}} \sin [\nu(\pi-\alpha)],  \tag{2.37}\\
& A_{\mathrm{n}}^{\mathrm{c}} \sin [\nu(\pi-\alpha)]-A_{\mathrm{n}}^{\mathrm{s}} \cos [\nu(\pi-\alpha)]=\varepsilon_{\mathrm{pn}}\left\{A_{\mathrm{p}}^{\mathrm{c}} \sin [\nu(\pi-\alpha)]-A_{\mathrm{p}}^{\mathrm{s}} \cos [\nu(\pi-\alpha)]\right\} . \tag{2.38}
\end{align*}
$$

One adds Eq. 2.37, multiplied by $\varepsilon_{\mathrm{pn}} \cos [\nu(\pi-\alpha)]$, to Eq. 2.38), multiplied by $\sin [\nu(\pi-\alpha)]$ and obtains

$$
\begin{align*}
& \varepsilon_{\mathrm{pn}} A_{\mathrm{p}}^{\mathrm{c}}= A_{\mathrm{n}}^{\mathrm{c}}\left\{\varepsilon_{\mathrm{pn}} \cos ^{2}[\nu(\pi-\alpha)]+\sin ^{2}[\nu(\pi-\alpha)]\right\}+\frac{A_{\mathrm{n}}^{\mathrm{s}}}{2}\left(\varepsilon_{\mathrm{pn}}-1\right) \sin [2 \nu(\pi-\alpha)] \\
&= \frac{A_{\mathrm{w}}^{\mathrm{c}}}{2}\left\{\varepsilon_{\mathrm{pn}}+1\right. \\
&\left.\quad+\left(\varepsilon_{\mathrm{pn}}-1\right) \cos [2 \nu(\pi-\alpha)]\right\}  \tag{2.39}\\
& \quad+\frac{\varepsilon_{\mathrm{wn}} A_{\mathrm{w}}^{\mathrm{s}}}{2}\left(\varepsilon_{\mathrm{pn}}-1\right) \sin [2 \nu(\pi-\alpha)] .
\end{align*}
$$

Multiplying Eq. 2.37) by $\varepsilon_{\mathrm{pn}} \sin [\nu(\pi-\alpha)]$, Eq. 2.38) by $-\cos [\nu(\pi-\alpha)]$ and adding them, one gets

$$
\begin{align*}
& \varepsilon_{\mathrm{pn}} A_{\mathrm{p}}^{\mathrm{s}}= \frac{A_{\mathrm{n}}^{\mathrm{c}}}{2}\left(\varepsilon_{\mathrm{pn}}-1\right) \sin [2 \nu(\pi-\alpha)]+A_{\mathrm{n}}^{\mathrm{s}}\left\{\varepsilon_{\mathrm{pn}} \sin ^{2}[\nu(\pi-\alpha)]+\cos ^{2}[\nu(\pi-\alpha)]\right\} \\
&=\frac{A_{\mathrm{w}}^{\mathrm{c}}}{2}\left(\varepsilon_{\mathrm{pn}}-1\right) \sin [2 \nu(\pi-\alpha)] \\
& \quad+\frac{\varepsilon_{\mathrm{wn}} A_{\mathrm{w}}^{\mathrm{s}}}{2}\left\{\varepsilon_{\mathrm{pn}}+1-\left(\varepsilon_{\mathrm{pn}}-1\right) \cos [2 \nu(\pi-\alpha)]\right\} . \tag{2.40}
\end{align*}
$$

Using Eq. 2.35, we obtain

$$
\begin{align*}
A_{\mathrm{p}}^{\mathrm{c}} \cos [\nu(2 \pi-\alpha)]+A_{\mathrm{p}}^{\mathrm{s}} \sin [\nu(2 \pi-\alpha)] & =A_{\mathrm{w}}^{\mathrm{c}} \cos (\nu \alpha)-A_{\mathrm{w}}^{\mathrm{s}} \sin (\nu \alpha)  \tag{2.41}\\
\varepsilon_{\mathrm{pn}}\left\{-A_{\mathrm{p}}^{\mathrm{c}} \sin [\nu(2 \pi-\alpha)]+A_{\mathrm{p}}^{\mathrm{s}} \cos [\nu(2 \pi-\alpha)]\right\} & =\varepsilon_{\mathrm{wn}}\left[A_{\mathrm{w}}^{\mathrm{c}} \sin (\nu \alpha)+A_{\mathrm{w}}^{\mathrm{s}} \cos (\nu \alpha)\right] . \tag{2.42}
\end{align*}
$$

Adding Eq. 2.41], multiplied by $\varepsilon_{\mathrm{pn}} \cos [\nu(2 \pi-\alpha)]$, and Eq. 2.42 , multiplied by $-\sin [\nu(2 \pi-$
$\alpha)$ ], we conclude that the following equation:

$$
\begin{align*}
\varepsilon_{\mathrm{pn}} A_{\mathrm{p}}^{\mathrm{c}} & =\frac{A_{\mathrm{w}}^{\mathrm{c}}}{2}\{\varepsilon_{\mathrm{pn}} \underbrace{2 \cos (\nu \alpha) \cos [\nu(2 \pi-\alpha)]}_{\cos (2 \nu \pi)+\cos [2 \nu(\pi-\alpha)]}-\varepsilon_{\mathrm{wn}} \underbrace{2 \sin (\nu \alpha) \sin [\nu(2 \pi-\alpha)]}_{-\cos (2 \nu \pi)+\cos [2 \nu(\pi-\alpha)]}\} \\
& +\frac{A_{\mathrm{w}}^{\mathrm{s}}}{2}\{-\varepsilon_{\mathrm{pn}} \underbrace{2 \sin (\nu \alpha) \cos [\nu(2 \pi-\alpha)]}_{\sin (2 \nu \pi)-\sin [2 \nu(\pi-\alpha)]}-\varepsilon_{\mathrm{wn}} \underbrace{2 \cos (\nu \alpha) \sin [\nu(2 \pi-\alpha)]}_{\sin (2 \nu \pi)+\sin [2 \nu(\pi-\alpha)]}\} \\
& =\frac{A_{\mathrm{w}}^{\mathrm{c}}}{2}\left\{\left(\varepsilon_{\mathrm{pn}}+\varepsilon_{\mathrm{wn}}\right) \cos (2 \nu \pi)+\left(\varepsilon_{\mathrm{pn}}-\varepsilon_{\mathrm{wn}}\right) \cos [2 \nu(\pi-\alpha)]\right\} \\
& +\frac{A_{\mathrm{w}}^{\mathrm{s}}}{2}\left\{-\left(\varepsilon_{\mathrm{pn}}+\varepsilon_{\mathrm{wn}}\right) \sin (2 \nu \pi)+\left(\varepsilon_{\mathrm{pn}}-\varepsilon_{\mathrm{wn}}\right) \sin [2 \nu(\pi-\alpha)]\right\} \tag{2.43}
\end{align*}
$$

holds true. Analogously, multiplying Eq. 2.41 by $\varepsilon_{\text {pn }} \sin [\nu(2 \pi-\alpha)]$, Eq. 2.42 by $\cos [\nu(2 \pi-\alpha)]$ and adding them, one gets

$$
\begin{align*}
\varepsilon_{\mathrm{pn}} A_{\mathrm{p}}^{\mathrm{s}} & =\frac{A_{\mathrm{w}}^{\mathrm{c}}}{2}\{\varepsilon_{\mathrm{pn}} \underbrace{2 \cos (\nu \alpha) \sin [\nu(2 \pi-\alpha)]}_{\sin (2 \nu \pi)+\sin [2 \nu(\pi-\alpha)]}+\varepsilon_{\mathrm{wn}} \underbrace{2 \sin (\nu \alpha) \cos [\nu(2 \pi-\alpha)]}_{\sin (2 \nu \pi)-\sin [2 \nu(\pi-\alpha)]}\} \\
& +\frac{A_{\mathrm{w}}^{\mathrm{s}}}{2}\{-\varepsilon_{\mathrm{pn}} \underbrace{2 \sin (\nu \alpha) \sin [\nu(2 \pi-\alpha)]}_{-\cos (2 \nu \pi)+\cos [2 \nu(\pi-\alpha)]}+\varepsilon_{\mathrm{wn}} \underbrace{2 \cos (\nu \alpha) \cos [\nu(2 \pi-\alpha)]}_{\cos (2 \nu \pi)+\cos [2 \nu(\pi-\alpha)]}\} \\
& =\frac{A_{\mathrm{w}}^{\mathrm{c}}}{2}\left\{\left(\varepsilon_{\mathrm{pn}}+\varepsilon_{\mathrm{wn}}\right) \sin (2 \nu \pi)+\left(\varepsilon_{\mathrm{pn}}-\varepsilon_{\mathrm{wn}}\right) \sin [2 \nu(\pi-\alpha)]\right\} \\
& +\frac{A_{\mathrm{w}}^{\mathrm{s}}}{2}\left\{\left(\varepsilon_{\mathrm{pn}}+\varepsilon_{\mathrm{wn}}\right) \cos (2 \nu \pi)-\left(\varepsilon_{\mathrm{pn}}-\varepsilon_{\mathrm{wn}}\right) \cos [2 \nu(\pi-\alpha)]\right\} . \tag{2.44}
\end{align*}
$$

Using Eqs. 2.39, 2.40, 2.43 and 2.44, we obtain the following system:

$$
\begin{align*}
& \frac{A_{\mathrm{w}}^{\mathrm{c}}}{2}\left\{\left(\varepsilon_{\mathrm{pn}}+\varepsilon_{\mathrm{wn}}\right) \cos (2 \nu \pi)+\left(1-\varepsilon_{\mathrm{wn}}\right) \cos [2 \nu(\pi-\alpha)]-1-\varepsilon_{\mathrm{pn}}\right\} \\
& \quad+\frac{A_{\mathrm{w}}^{\mathrm{s}}}{2}\left\{-\left(\varepsilon_{\mathrm{pn}}+\varepsilon_{\mathrm{wn}}\right) \sin (2 \nu \pi)+\varepsilon_{\mathrm{pn}}\left(1-\varepsilon_{\mathrm{wn}}\right) \sin [2 \nu(\pi-\alpha)]\right\}=0  \tag{2.45}\\
& \frac{A_{\mathrm{w}}^{\mathrm{c}}}{2}\left\{\left(\varepsilon_{\mathrm{pn}}+\varepsilon_{\mathrm{wn}}\right) \sin (2 \nu \pi)+\left(1-\varepsilon_{\mathrm{wn}}\right) \sin [2 \nu(\pi-\alpha)]\right\} \\
& \quad+\frac{A_{\mathrm{w}}^{\mathrm{s}}}{2}\left\{\left(\varepsilon_{\mathrm{pn}}+\varepsilon_{\mathrm{wn}}\right) \cos (2 \nu \pi)+\varepsilon_{\mathrm{pn}}\left(\varepsilon_{\mathrm{wn}}-1\right) \cos [2 \nu(\pi-\alpha)]-\varepsilon_{\mathrm{wn}}\left(1+\varepsilon_{\mathrm{pn}}\right)\right\}=0 \tag{2.46}
\end{align*}
$$

This system has a nontrivial solution, when its determinant is equal to zero, i.e.

$$
\begin{align*}
\left(\varepsilon_{\mathrm{pn}}\right. & \left.+\varepsilon_{\mathrm{wn}}\right)^{2} \cos ^{2}(2 \nu \pi)+\varepsilon_{\mathrm{pn}}\left(\varepsilon_{\mathrm{pn}}+\varepsilon_{\mathrm{wn}}\right)\left(\varepsilon_{\mathrm{wn}}-1\right) \cos [2 \nu(\pi-\alpha)] \cos (2 \nu \pi) \\
& -\varepsilon_{\mathrm{wn}}\left(1+\varepsilon_{\mathrm{pn}}\right)\left(\varepsilon_{\mathrm{pn}}+\varepsilon_{\mathrm{wn}}\right) \cos (2 \nu \pi) \\
& +\left(1-\varepsilon_{\mathrm{wn}}\right)\left(\varepsilon_{\mathrm{pn}}+\varepsilon_{\mathrm{wn}}\right) \cos (2 \nu \pi) \cos [2 \nu(\pi-\alpha)] \\
& -\varepsilon_{\mathrm{pn}}\left(1-\varepsilon_{\mathrm{wn}}\right)^{2} \cos ^{2}[2 \nu(\pi-\alpha)]-\varepsilon_{\mathrm{wn}}\left(1-\varepsilon_{\mathrm{wn}}\right)\left(1+\varepsilon_{\mathrm{pn}}\right) \cos [2 \nu(\pi-\alpha)] \\
& -\left(1+\varepsilon_{\mathrm{pn}}\right)\left(\varepsilon_{\mathrm{pn}}+\varepsilon_{\mathrm{wn}}\right) \cos (2 \nu \pi)-\varepsilon_{\mathrm{pn}}\left(\varepsilon_{\mathrm{wn}}-1\right)\left(1+\varepsilon_{\mathrm{pn}}\right) \cos [2 \nu(\pi-\alpha)] \\
& +\varepsilon_{\mathrm{wn}}\left(1+\varepsilon_{\mathrm{pn}}\right)^{2}+\left(\varepsilon_{\mathrm{pn}}+\varepsilon_{\mathrm{wn}}\right)^{2} \sin ^{2}(2 \nu \pi)-\varepsilon_{\mathrm{pn}}\left(1-\varepsilon_{\mathrm{wn}}\right)^{2} \sin ^{2}[2 \nu(\pi-\alpha)] \\
& +\left(1-\varepsilon_{\mathrm{wn}}\right)\left(\varepsilon_{\mathrm{pn}}+\varepsilon_{\mathrm{wn}}\right) \sin (2 \nu \pi) \sin [2 \nu(\pi-\alpha)] \\
& -\varepsilon_{\mathrm{pn}}\left(\varepsilon_{\mathrm{pn}}+\varepsilon_{\mathrm{wn}}\right)\left(1-\varepsilon_{\mathrm{wn}}\right) \sin [2 \nu(\pi-\alpha)] \sin (2 \nu \pi)=0 . \tag{2.47}
\end{align*}
$$



Figure 2.4: Dependence of singularity parameter $\nu$ on the contact angle $\alpha$ and ratio $\varepsilon_{\text {wn }}$ : a) $\left.\varepsilon_{\mathrm{pn}}=4 ; \mathrm{b}\right) \varepsilon_{\mathrm{pn}}=0.25$. Dashed lines show the model case $\left(\varepsilon_{\mathrm{w}} \gg \varepsilon_{\mathrm{n}}, \varepsilon_{\mathrm{p}}\right)$, studied in [2.2].

Eq. 2.47) acquires the form

$$
\begin{align*}
& \left(\varepsilon_{\mathrm{pn}}+\varepsilon_{\mathrm{wn}}\right)^{2}-\varepsilon_{\mathrm{pn}}\left(1-\varepsilon_{\mathrm{wn}}\right)^{2}+\varepsilon_{\mathrm{wn}}\left(1+\varepsilon_{\mathrm{pn}}\right)^{2} \\
& -\left(1+\varepsilon_{\mathrm{wn}}\right)\left(1+\varepsilon_{\mathrm{pn}}\right)\left(\varepsilon_{\mathrm{pn}}+\varepsilon_{\mathrm{wn}}\right) \underbrace{\cos (2 \nu \pi)}_{1-2 \sin ^{2}(\nu \pi)} \\
& -\left(1+\varepsilon_{\mathrm{pn}}\right)\left(1-\varepsilon_{\mathrm{wn}}\right)\left(\varepsilon_{\mathrm{wn}}-\varepsilon_{\mathrm{pn}}\right) \underbrace{\cos [2 \nu(\pi-\alpha)]}_{2 \cos ^{2}[\nu(\pi-\alpha)]-1} \\
& +\left(1-\varepsilon_{\mathrm{wn}}\right)\left(\varepsilon_{\mathrm{pn}}+\varepsilon_{\mathrm{wn}}\right)\left(1-\varepsilon_{\mathrm{pn}}\right) \underbrace{\cos [2 \nu \pi-(2 \nu \pi-2 \nu \alpha)]}_{2 \cos ^{2}(\nu \alpha)-1}=0 . \tag{2.48}
\end{align*}
$$

Dividing the latter by $2\left(1+\varepsilon_{\mathrm{wn}}\right)\left(1+\varepsilon_{\mathrm{pn}}\right)\left(\varepsilon_{\mathrm{pn}}+\varepsilon_{\mathrm{wn}}\right)$, we arrive to the following equation for the singularity parameter $\nu$ :

$$
\begin{align*}
& \frac{2 \varepsilon_{\mathrm{pn}}\left(1-\varepsilon_{\mathrm{wn}}\right)^{2}}{\left(1+\varepsilon_{\mathrm{pn}}\right)\left(1+\varepsilon_{\mathrm{wn}}\right)\left(\varepsilon_{\mathrm{pn}}+\varepsilon_{\mathrm{wn}}\right)}-\sin ^{2}(\nu \pi)= \\
& \frac{\left(1-\varepsilon_{\mathrm{pn}}\right)\left(1-\varepsilon_{\mathrm{wn}}\right)}{\left(1+\varepsilon_{\mathrm{pn}}\right)\left(1+\varepsilon_{\mathrm{wn}}\right)} \cos ^{2}(\nu \alpha)+\frac{\left(1-\varepsilon_{\mathrm{wn}}\right)\left(\varepsilon_{\mathrm{pn}}-\varepsilon_{\mathrm{wn}}\right)}{\left(1+\varepsilon_{\mathrm{wn}}\right)\left(\varepsilon_{\mathrm{pn}}+\varepsilon_{\mathrm{wn}}\right)} \cos ^{2}[\nu(\pi-\alpha)] \tag{2.49}
\end{align*}
$$

Equation 2.49 has an infinite number of positive roots for fixed values of the dielectric ratios $\varepsilon_{\mathrm{pn}}$ and $\varepsilon_{\mathrm{wn}}$ and we are interested in the smallest positive one. It is found for two different ratios $\varepsilon_{\mathrm{pn}}$ by applying the bisection method in the interval $[0,1]$. The results are shown in Fig. 2.4. The following conclusions can be drawn from it. The values of $\nu$ increase with the decrease of the ratio between the dielectric constants of water and nonpolar phase, $\varepsilon_{\mathrm{wn}}$. This effect is more pronounced for larger values of $\varepsilon_{\mathrm{wn}}$ and for smaller values of the contact angle (more hydrophilic particles).

Finally, we consider the limiting case $\varepsilon_{\mathrm{wn}} \rightarrow+\infty$. For it, one gets

$$
\begin{align*}
\frac{2 \varepsilon_{\mathrm{pn}}}{1+\varepsilon_{\mathrm{pn}}}-\sin ^{2}(\nu \pi) & =\frac{\varepsilon_{\mathrm{pn}}-1}{\varepsilon_{\mathrm{pn}}+1} \cos ^{2}(\nu \alpha)+\cos ^{2}[\nu(\pi-\alpha)],  \tag{2.50}\\
\frac{2 \varepsilon_{\mathrm{pn}}}{1+\varepsilon_{\mathrm{pn}}}-\frac{1-\cos (2 \nu \pi)}{2} & =\frac{\varepsilon_{\mathrm{pn}}-1}{\varepsilon_{\mathrm{pn}}+1}-\frac{\varepsilon_{\mathrm{pn}}-1}{\varepsilon_{\mathrm{pn}}+1} \sin ^{2}(\nu \alpha)+\frac{1+\cos [2 \nu(\pi-\alpha)]}{2},  \tag{2.51}\\
\frac{\varepsilon_{\mathrm{pn}}-1}{\varepsilon_{\mathrm{pn}}+1} \sin ^{2}(\nu \alpha) & =\sin (\nu \alpha) \sin [\nu(2 \pi-\alpha)]  \tag{2.52}\\
\sin (\nu \alpha) & =0 \text { or } \frac{\varepsilon_{\mathrm{pn}}-1}{\varepsilon_{\mathrm{pn}}+1} \sin (\nu \alpha)-\sin [\nu(2 \pi-\alpha)]=0 . \tag{2.53}
\end{align*}
$$

The smallest positive solution of the first equation is $\pi / \alpha \geq 1$, while that of the second is smaller than 1 due to the following statements:

$$
\begin{align*}
& f(0)=0, f^{\prime}(0)=\frac{\varepsilon_{\mathrm{pn}}-1}{\varepsilon_{\mathrm{pn}}+1} \alpha-(2 \pi-\alpha)=2(\alpha-\pi)-\frac{2}{\varepsilon_{\mathrm{pn}}+1} \alpha<0  \tag{2.54}\\
& f(1)=\frac{2 \varepsilon_{\mathrm{pn}}}{\varepsilon_{\mathrm{pn}}+1} \sin \alpha>0 \tag{2.55}
\end{align*}
$$

where $f(\eta)$ is

$$
\begin{equation*}
f(\eta)=\frac{\varepsilon_{\mathrm{pn}}-1}{\varepsilon_{\mathrm{pn}}+1} \sin (\nu \alpha)-\sin [\nu(2 \pi-\alpha)] . \tag{2.56}
\end{equation*}
$$

Then, we conclude that the value of the singularity parameter $\nu$ is a direct consequence of the equation

$$
\begin{equation*}
\frac{\varepsilon_{\mathrm{pn}}-1}{\varepsilon_{\mathrm{pn}}+1} \sin (\nu \alpha)-\sin [\nu(2 \pi-\alpha)]=0 \tag{2.57}
\end{equation*}
$$

which is derived in the model case $\left(\varepsilon_{\mathrm{wn}} \rightarrow+\infty\right)$ in [2.2]. Then, the model case, studied in [2.2], follows from Eq. 2.49 , when $\varepsilon_{\mathrm{wn}} \rightarrow+\infty$. The results for the model case are depicted with dashed lines in Fig. 2.4. Note that the singularity in Eq. 2.25 for finite $\varepsilon_{\mathrm{wn}}$ is always weaker than that in the model case $\left(\varepsilon_{\mathrm{wn}} \rightarrow+\infty\right)$. This result is expected due to the fact that the electrostatic potential on the fluid-fluid interface in the model case is zero.

### 2.6 Numerical method

### 2.6.1 Transforming the elliptical problem to parabolic one. D'Yakonov scheme.

Instead of solving the considered elliptical problem, we introduce numerical time $t$ and solve the following parabolic problem:

$$
\begin{align*}
\frac{\partial \varphi_{l}}{\partial t} & =T\left[\varphi_{l}\right]+S\left[\varphi_{l}\right], \varphi_{l} \in V_{l}, 0<t \leq T, l=\mathrm{n}, \mathrm{p}, \mathrm{w}  \tag{2.58}\\
\varphi_{l}(\tau, \sigma, 0) & =\varphi_{l 0}(\tau, \sigma), l=\mathrm{n}, \mathrm{p}, \mathrm{w} \tag{2.59}
\end{align*}
$$

with applied boundary conditions (2.18)- 2.20, 2.22, , 2.23), where $T[$.$] and S[$.$] are the$ following operators:

$$
\begin{align*}
& S[\varphi]=h \frac{\partial}{\partial \sigma}\left(\frac{1}{h} \frac{\partial \varphi}{\partial \sigma}\right)  \tag{2.60}\\
& T[\varphi]=\frac{h \tau}{1-\tau^{2}} \frac{\partial}{\partial \tau}\left[\frac{\tau\left(1-\tau^{2}\right)}{h} \frac{\partial \varphi}{\partial \tau}\right] \tag{2.61}
\end{align*}
$$

which acts in $\tau-$ and in $\sigma$-direction, respectively. It is well-known fact that the solution of a parabolic problem with appropriate boundary conditions, applied at the boundaries, approaches the solution of an elliptical problem with the same boundary conditions for $T \rightarrow \infty$ regardless of the initial condition. Therefore, we solve the parabolic problem, using the alternating direction implicit method (ADIM) [2.16-2.18, and obtain the sought-out solution for long enough time. The main advantage of this approach is that it could be done computationally efficient - it requires only $O\left(N^{2} \ln N\right)$ instead of $O\left(N^{3}\right)$ operations compared to the traditional methods for directly solving the elliptic partial differential equations, where $N^{2}$ is the number of points for which the solution is computed [2.19.

In order to solve the considered problem, we discretize its rectangular domain by introducing a mesh

$$
\begin{equation*}
\omega=\omega_{\tau} \times\left(\omega_{\mathrm{n}} \cup \omega_{\mathrm{p}} \cup \omega_{\mathrm{w}}\right) \times \omega_{t} \tag{2.62}
\end{equation*}
$$

where $\omega_{\tau}, \omega_{\mathrm{n}}, \omega_{\mathrm{p}}, \omega_{\mathrm{w}}$ and $\omega_{t}$ are defined as

$$
\begin{align*}
\omega_{\tau} & =\left\{\tau_{i}=i \delta_{\tau}, \delta_{\tau}=1 / N, i=0,1, \cdots, N\right\}  \tag{2.63}\\
\omega_{\mathrm{n}} & =\left\{\sigma_{\mathrm{n}, j}=j \delta_{\mathrm{n}}, \delta_{\mathrm{n}}=(\pi-\alpha) / N_{\mathrm{n}}, j=0,1, \cdots, N_{\mathrm{n}}\right\}  \tag{2.64}\\
\omega_{\mathrm{p}} & =\left\{\sigma_{\mathrm{p}, j}=\pi-\alpha+j \delta_{\mathrm{p}}, \delta_{\mathrm{p}}=\pi / N_{\mathrm{p}}, j=0,1, \cdots, N_{\mathrm{p}}\right\},  \tag{2.65}\\
\omega_{\mathrm{w}} & =\left\{\sigma_{\mathrm{w}, j}=2 \pi-\alpha, j \delta_{\mathrm{w}}, \delta_{\mathrm{w}}=\alpha / N_{\mathrm{w}}, j=0,1, \cdots, N_{\mathrm{w}}\right\},  \tag{2.66}\\
\omega_{t} & =\left\{t_{k}=k \delta_{t}, \delta_{t}=T / M, k=0,1, \cdots, M\right\} . \tag{2.67}
\end{align*}
$$

Let us denote the exact solution of the considered problem at a point $\left(\tau_{i}, \sigma_{l, j}, t_{k}\right)$ by $\left.\varphi_{l}\right|_{i j} ^{k}, l=\mathrm{n}, \mathrm{p}, \mathrm{w}$ and the approximate one at the same point by $\left.\phi_{l}\right|_{i j} ^{k}, l=\mathrm{n}, \mathrm{p}, \mathrm{w}$. Then, we use the Crank-Nicolson method [2.20]:

$$
\begin{equation*}
\frac{\left.\varphi_{l}\right|_{i j} ^{k+1}-\left.\varphi_{l}\right|_{i j} ^{k}}{\delta_{t}}=\left.T\left[\varphi_{l}\right]\right|_{i j} ^{k+1 / 2}+\left.S\left[\varphi_{l}\right]\right|_{i j} ^{k+1 / 2}+O\left(\delta_{t}^{2}\right) \tag{2.68}
\end{equation*}
$$

where $\left.T\left[\varphi_{l}\right]\right|_{i j} ^{k+1 / 2}$ and $\left.S\left[\varphi_{l}\right]\right|_{i j} ^{k+1 / 2}$ denote the values of operators $T\left[\varphi_{l}\right]$ and $S\left[\varphi_{l}\right]$ at a point $\left(\tau_{i}, \sigma_{l, j}, t_{k}+\delta_{t} / 2\right)$. Taking into account the following second-order approximation formula with a step length $\delta_{x}$ 2.20]:

$$
\begin{align*}
\left.\frac{d}{d x}\left(p \frac{d u}{d x}\right)\right|_{i} & =\frac{1}{\delta_{x}} \cdot\left[p_{i+1 / 2} \cdot \frac{u_{i+1}-u_{i}}{\delta_{x}}-p_{i-1 / 2} \cdot \frac{u_{i}-u_{i-1}}{\delta_{x}}\right]+O\left(\delta_{x}^{2}\right) \\
& =\frac{1}{\delta_{x}^{2}} \cdot\left[p_{i+1 / 2}\left(u_{i+1}-u_{i}\right)-p_{i-1 / 2}\left(u_{i}-u_{i-1}\right)\right]+O\left(\delta_{x}^{2}\right) \tag{2.69}
\end{align*}
$$

we approximate the differential operators $S$ and $T$ with the difference operators $\tilde{S}$ and $\tilde{T}$ as
follows:

$$
\begin{align*}
\tilde{S}\left[\left.\phi_{l}\right|_{i j} ^{k}\right] & =\frac{h_{i j}}{\delta_{l}}\left[\frac{1}{h_{i, j+1 / 2}} \cdot \frac{\left.\phi_{l}\right|_{i, j+1} ^{k}-\left.\phi_{l}\right|_{i, j} ^{k}}{\delta_{l}}-\frac{1}{h_{i, j-1 / 2}} \cdot \frac{\left.\phi_{l}\right|_{i, j} ^{k}-\left.\phi_{l}\right|_{i, j-1} ^{k}}{\delta_{l}}\right]  \tag{2.70}\\
\tilde{T}\left[\left.\phi_{l}\right|_{i j} ^{k}\right] & =\frac{h_{i j} \tau_{i}}{\delta_{\tau}\left(1-\tau_{i}^{2}\right)} \cdot\left[\frac{\tau_{i+1 / 2}\left(1-\tau_{i+1 / 2}^{2}\right)}{h_{i+1 / 2, j}} \cdot \frac{\left.\phi_{l}\right|_{i+1, j} ^{k}-\left.\phi_{l}\right|_{i, j} ^{k}}{\delta_{\tau}}\right. \\
& \left.-\frac{\tau_{i-1 / 2}\left(1-\tau_{i-1 / 2}^{2}\right)}{h_{i-1 / 2, j}} \cdot \frac{\left.\phi_{l}\right|_{i, j} ^{k}-\left.\phi_{l}\right|_{i-1, j} ^{k}}{\delta_{\tau}}\right] \tag{2.71}
\end{align*}
$$

for $l=\mathrm{n}, \mathrm{p}, \mathrm{w}$, where

$$
\begin{equation*}
h_{i j}=h\left(\tau_{i}, \sigma_{l, j}\right), \tau_{i \pm 1 / 2}=\tau_{i} \pm \frac{\delta_{\tau}}{2}, \sigma_{j \pm 1 / 2}=\sigma_{j} \pm \frac{\delta_{l}}{2}, l=\mathrm{n}, \mathrm{p}, \mathrm{w} . \tag{2.72}
\end{equation*}
$$

Approximating the differential operators $T$ and $S$ with the difference operators $\tilde{T}$ and $\tilde{S}$, one gets

$$
\begin{equation*}
\frac{\left.\varphi_{l}\right|_{i j} ^{k+1}-\left.\varphi_{l}\right|_{i j} ^{k}}{\delta_{t}}=\tilde{T}\left[\left.\varphi_{l}\right|_{i j} ^{k+1 / 2}\right]+\tilde{S}\left[\left.\varphi_{l}\right|_{i j} ^{k+1 / 2}\right]+O\left(\delta_{t}^{2}+\delta_{l}^{2}+\delta_{\tau}^{2}\right), l=\mathrm{n}, \mathrm{p}, \mathrm{w} . \tag{2.73}
\end{equation*}
$$

The operators at time $t+\delta_{t} / 2$ in the right-hand side of equations 2.73) are replaced by their mean values of the neighboring symmetric time levels, keeping the second-order precision with respect to time:

$$
\begin{align*}
\frac{\left.\varphi_{l}\right|_{i j} ^{k+1}-\left.\varphi_{l}\right|_{i j} ^{k}}{\delta_{t}}=\frac{1}{2}\left\{\tilde{T}\left[\left.\varphi_{l}\right|_{i j} ^{k}\right]+\tilde{T}\left[\left.\varphi_{l}\right|_{i j} ^{k+1}\right]\right. & \left.+\tilde{S}\left[\left.\varphi_{l}\right|_{i j} ^{k}\right]+\tilde{S}\left[\left.\varphi_{l}\right|_{i j} ^{k+1}\right]\right\} \\
& +O\left(\delta_{t}^{2}+\delta_{l}^{2}+\delta_{\tau}^{2}\right), l=\mathrm{n}, \mathrm{p}, \mathrm{w} \tag{2.74}
\end{align*}
$$

Due to the fact that the operators $\tilde{T}$ and $\tilde{S}$ are linear, we conclude that the following equation:

$$
\begin{align*}
\left.\delta \varphi_{l}\right|_{i j} ^{k+1}-\frac{\delta_{t}}{2} \tilde{T}\left[\left.\delta \varphi_{l}\right|_{i j} ^{k+1}\right]-\frac{\delta_{t}}{2} \tilde{S}\left[\left.\delta \varphi_{l}\right|_{i j} ^{k+1}\right] & =\delta_{t} \tilde{T}\left[\left.\varphi_{l}\right|_{i j} ^{k}\right]+\delta_{t} \tilde{S}\left[\left.\varphi_{l}\right|_{i j} ^{k}\right] \\
& +O\left(\delta_{t}^{2}+\delta_{l}^{2}+\delta_{\tau}^{2}\right), l=\mathrm{n}, \mathrm{p}, \mathrm{w} \tag{2.75}
\end{align*}
$$

holds true, where $\left.\delta \varphi_{l}\right|_{i j} ^{k+1}$ is

$$
\begin{equation*}
\left.\delta \varphi_{l}\right|_{i j} ^{k+1}=\left.\varphi_{l}\right|_{i j} ^{k+1}-\left.\varphi_{l}\right|_{i j} ^{k}, l=\mathrm{n}, \mathrm{p}, \mathrm{w} . \tag{2.76}
\end{equation*}
$$

Then, the left-hand side of Eq. 2.75 is written as a product of two operators

$$
\begin{equation*}
\left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left(U-\frac{\delta_{t}}{2} \tilde{T}\right)\left[\left.\delta \varphi_{l}\right|_{i j} ^{k+1}\right]=\delta_{t} \tilde{T}\left[\left.\varphi_{l}\right|_{i j} ^{k}\right]+\delta_{t} \tilde{S}\left[\left.\varphi_{l}\right|_{i j} ^{k}\right]+O\left(\delta_{t}^{2}+\delta_{l}^{2}+\delta_{\tau}^{2}\right) \tag{2.77}
\end{equation*}
$$

where $U$ is the unit operator. Discarding the local truncation error, one obtains the difference scheme:

$$
\begin{equation*}
\left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left(U-\frac{\delta_{t}}{2} \tilde{T}\right)\left[\left.\delta \phi_{l}\right|_{i j} ^{k+1}\right]=\delta_{t} \tilde{T}\left[\left.\phi_{l}\right|_{i j} ^{k}\right]+\delta_{t} \tilde{S}\left[\left.\phi_{l}\right|_{i j} ^{k}\right] \tag{2.78}
\end{equation*}
$$

where $\left.\delta \phi_{l}\right|_{i j} ^{k+1}$ is defined as follows:

$$
\begin{equation*}
\left.\delta \phi_{l}\right|_{i j} ^{k+1}=\left.\phi_{l}\right|_{i j} ^{k+1}-\left.\phi_{l}\right|_{i j} ^{k}, l=\mathrm{n}, \mathrm{p}, \mathrm{w} . \tag{2.79}
\end{equation*}
$$

Finally, the process of solving of this system of equations is reduced to the following algorithm. As a first step, one solves the system of equations:

$$
\begin{equation*}
\left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\psi_{l}\right|_{i j} ^{k+1}\right]=\delta_{t} \tilde{T}\left[\left.\phi_{l}\right|_{i j} ^{k}\right]+\delta_{t} \tilde{S}\left[\left.\phi_{l}\right|_{i j} ^{k}\right], l=\mathrm{n}, \mathrm{p}, \mathrm{w} \tag{2.80}
\end{equation*}
$$

with appropriate boundary conditions, applied for $\left.\psi_{l}\right|_{i j} ^{k+1}$. Second, one solves the system of equations:

$$
\begin{equation*}
\left(U-\frac{\delta_{t}}{2} \tilde{T}\right)\left[\left.\delta \phi_{l}\right|_{i j} ^{k+1}\right]=\left.\psi_{l}\right|_{i j} ^{k+1}, l=\mathrm{n}, \mathrm{p}, \mathrm{w} \tag{2.81}
\end{equation*}
$$

with respective boundary conditions, applied for $\left.\delta \phi_{l}\right|_{i j} ^{k+1}$ at the three-phase contact line and at the axis of revolution. Finally, $\left.\phi_{l}\right|_{i j} ^{k+1}$ is obtained, using Eq. 2.79. This method is known in the literature as D'Yakonov scheme. It belongs to the class of alternating direction implicit methods, which reduce the problem of solving a parabolic problem to solving two linear systems with banded matrices in a case of two-dimensional problem [2.18].

In the considered problem, the domain consists of three rectangular subdomains, which are discretized with different steps. In order to apply the method for this problem, we write the equations in the subdomains around dividing boundaries and use the boundary conditions to modify the operators $\mathbf{T}$ and $\mathbf{S}$ so that they become valid at the interfaces as well. Thus, the obtained problem in sigma direction is cyclic and has no boundary conditions and the one in tau direction is the one described by Eq. 2.81).

Thus, the sigma problem is cyclic and has no boundary conditions, but for the one on the tau is the original one.

### 2.6.2 Approximation of the boundary conditions

In order to have a second-order scheme with respect to $t$, one should take a special care of the form of the boundary conditions. The boundary conditions at the particle surface, at the fluid-fluid interface and at the axis of revolution are obtained by extending the definition of the operators $S$ and $T$ to hold on the dividing boundaries, see Eqs. (2.60), (2.61). The boundary conditions at the three-phase contact line are approximated directly.

## At the three-phase contact line

At the three-phase contact line $(\tau=0)$, we apply the following boundary conditions:

$$
\begin{equation*}
\left.\phi_{l}\right|_{0 j} ^{k+1}=0, j=\overline{0, N_{l}}, k=\overline{0, M-1}, l=\mathrm{n}, \mathrm{p}, \mathrm{w}, \tag{2.82}
\end{equation*}
$$

see Eq. 2.23.

## At the axis of revolution

The boundary conditions at the axis of revolution are obtained by assuming the validity of the Laplace equations in the close vicinity of the axis of revolution [2.18, 2.21]. Then, one
expands the definitions of the operators $T$ and $S$, Eqs. 2.60 and 2.61, as follows:

$$
\begin{align*}
\lim _{\tau \rightarrow 1} T\left[\varphi_{l}\right] & =\lim _{\tau \rightarrow 1}\left(\tau \frac{\partial \varphi_{l}}{\partial \tau}-\frac{2 \tau^{3}}{1-\tau^{2}} \frac{\partial \varphi_{l}}{\partial \tau}-\tau^{2} \frac{\partial \varphi_{l}}{\partial \tau}+\tau^{2} \frac{\partial^{2} \varphi_{l}}{\partial \tau^{2}}\right) \\
& =\lim _{\tau \rightarrow 1} \frac{\frac{\partial \varphi_{l}}{\partial \tau}}{\tau-1}+\left.\frac{\partial^{2} \varphi_{l}}{\partial \tau^{2}}\right|_{\tau=1}=\left.2 \frac{\partial^{2} \varphi_{l}}{\partial \tau^{2}}\right|_{\tau=1},  \tag{2.83}\\
\lim _{\tau \rightarrow 1} S\left[\varphi_{l}\right] & =(1-\cos \sigma) \frac{\partial}{\partial \sigma}\left(\frac{1}{1-\cos \sigma} \cdot \frac{\partial \varphi_{l}}{\partial \sigma}\right) . \tag{2.84}
\end{align*}
$$

The differential operator $S$ is approximated by difference operator $\tilde{S}$ as follows:

$$
\begin{equation*}
\tilde{S}\left[\left.\phi_{l}\right|_{N j} ^{k}\right]=\frac{1-\cos \sigma_{j}}{\delta_{\sigma}^{2}} \cdot\left[\frac{\left.\phi_{l}\right|_{N, j+1} ^{k}-\left.\phi_{l}\right|_{N, j} ^{k}}{1-\cos \sigma_{j+1 / 2}}-\frac{\left.\phi_{l}\right|_{N, j} ^{k}-\left.\phi_{l}\right|_{N, j-1} ^{k}}{1-\cos \sigma_{j-1 / 2}}\right], j=\overline{1, N_{l}-1} \tag{2.85}
\end{equation*}
$$

at $\tau=1$, see Eq. 2.69 . Using the following approximation:

$$
\begin{equation*}
u^{\prime \prime}(x)=\frac{-7 u(x)+8 u\left(x \pm \delta_{x}\right)-u\left(x \pm 2 \delta_{x}\right)}{2 \delta_{x}^{2}} \mp \frac{3}{\delta_{x}} u^{\prime}(x)+O\left(\delta_{x}^{2}\right) . \tag{2.86}
\end{equation*}
$$

and taking into account the boundary conditions 2.22 and equation 2.83 , we conclude

$$
\begin{equation*}
\tilde{T}\left[\left.\phi_{l}\right|_{N j} ^{k}\right]=\frac{-\left.7 \phi_{l}\right|_{N j} ^{k}+\left.8 \phi_{l}\right|_{N-1, j} ^{k}-\left.\phi_{l}\right|_{N-2, j} ^{k}}{\delta_{\tau}^{2}}, j=\overline{1, N_{l}-1} . \tag{2.87}
\end{equation*}
$$

Therefore, we replace the boundary conditions $\sqrt{2.22}$ with equations 2.81 , in which the operators $\tilde{T}$ and $\tilde{S}$ are given by the formulas 2.85 and 2.87 . The result is a modified boundary condition in relaxed form.

## At the nonpolar-water surface

At the fluid-fluid interface, the form of the operators $S$ and $T$ are simplified as follows:

$$
\begin{equation*}
S\left[\varphi_{l}\right]=\frac{\partial^{2} \varphi_{l}}{\partial \sigma^{2}}, T\left[\varphi_{l}\right]=\frac{\tau(1-\tau)}{1+\tau} \frac{\partial}{\partial \tau}\left[\frac{\tau(1+\tau)}{1-\tau} \frac{\partial \varphi_{l}}{\partial \tau}\right] . \tag{2.88}
\end{equation*}
$$

The differential operator $T$ is approximated with the difference one $\tilde{T}$ at the internal points of the boundary $S_{\mathrm{nw}}$, using the formula

$$
\begin{align*}
\tilde{T}\left[\left.\phi_{\mathrm{n}}\right|_{i 0} ^{k}\right]=\frac{\tau_{i}\left(1-\tau_{i}\right)}{\delta_{\tau}\left(1+\tau_{i}\right)} \cdot\left[\frac{\tau_{i+1 / 2}\left(1+\tau_{i+1 / 2}\right)}{1-\tau_{i+1 / 2}}\right. & \cdot \frac{\left.\phi_{\mathrm{n}}\right|_{i+1,0} ^{k}-\left.\phi_{\mathrm{n}}\right|_{i, 0} ^{k}}{\delta_{\tau}} \\
& \left.-\frac{\tau_{i-1 / 2}\left(1+\tau_{i-1 / 2}\right)}{1-\tau_{i-1 / 2}} \cdot \frac{\left.\phi_{\mathrm{n}}\right|_{i, 0} ^{k}-\left.\phi_{\mathrm{n}}\right|_{i-1,0} ^{k}}{\delta_{\tau}}\right] . \tag{2.89}
\end{align*}
$$

For $\tilde{T}\left[\left.\phi_{\mathrm{n}}\right|_{N 0} ^{k}\right]$, we use formula $(2.87)$. Next, we shall approximate the operator $S$ at the boundary $S_{\mathrm{pn}}$. Using Eqs. 2.86) and 2.88), we obtain the following forms of the operator
$S$ on the both sides of the interface $S_{\mathrm{pn}}$ :

$$
\begin{align*}
S\left[\varphi_{\mathrm{n}}\right] & =\frac{-7 \varphi_{\mathrm{n}}(\tau, 0)+8 \varphi_{\mathrm{n}}\left(\tau, \delta_{\mathrm{n}}\right)-\varphi_{\mathrm{n}}\left(\tau, 2 \delta_{\mathrm{n}}\right)}{2 \delta_{\mathrm{n}}^{2}}-\left.\frac{3}{\delta_{\mathrm{n}}} \cdot \frac{\partial \varphi_{\mathrm{n}}}{\partial \sigma}\right|_{\sigma=0^{+}}+O\left(\delta_{\mathrm{n}}^{2}\right)  \tag{2.90}\\
S\left[\varphi_{\mathrm{w}}\right] & =\frac{-7 \varphi_{\mathrm{w}}(\tau, 2 \pi)+8 \varphi_{\mathrm{w}}\left(\tau, 2 \pi-\delta_{\mathrm{w}}\right)-\varphi_{\mathrm{w}}\left(\tau, 2 \pi-2 \delta_{\mathrm{w}}\right)}{2 \delta_{\mathrm{w}}^{2}} \\
& +\left.\frac{3}{\delta_{\mathrm{w}}} \cdot \frac{\partial \varphi_{\mathrm{w}}}{\partial \sigma}\right|_{\sigma=2 \pi^{-}}+O\left(\delta_{\mathrm{w}}^{2}\right) \tag{2.91}
\end{align*}
$$

Multiplying the second equation by $\varepsilon_{\mathrm{wn}} \delta_{\mathrm{w}} /\left(\delta_{\mathrm{n}}+\varepsilon_{\mathrm{wn}} \delta_{\mathrm{w}}\right)$, the first one by $\delta_{\mathrm{n}} /\left(\delta_{\mathrm{n}}+\varepsilon_{\mathrm{wn}} \delta_{\mathrm{w}}\right)$ and adding them, we conclude

$$
\begin{align*}
S\left[\varphi_{\mathrm{n}}\right] & =\frac{1}{\delta_{\mathrm{n}}+\varepsilon_{\mathrm{wn}} \delta_{\mathrm{w}}} \cdot \frac{-7 \varphi_{\mathrm{n}}(\tau, 0)+8 \varphi_{\mathrm{n}}\left(\tau, \delta_{\mathrm{n}}\right)-\varphi_{\mathrm{n}}\left(\tau, 2 \delta_{\mathrm{n}}\right)}{2 \delta_{\mathrm{n}}} \\
& +\frac{\varepsilon_{\mathrm{wn}}}{\delta_{\mathrm{n}}+\varepsilon_{\mathrm{wn}} \delta_{\mathrm{w}}} \cdot \frac{-7 \varphi_{\mathrm{w}}(\tau, 2 \pi)+8 \varphi_{\mathrm{w}}\left(\tau, 2 \pi-\delta_{\mathrm{w}}\right)-\varphi_{\mathrm{w}}\left(\tau, 2 \pi-2 \delta_{\mathrm{w}}\right)}{2 \delta_{\mathrm{w}}} \\
& +\frac{3}{\delta_{\mathrm{n}}+\varepsilon_{w n} \delta_{\mathrm{w}}} \underbrace{\left[-\left.\frac{\partial \varphi_{\mathrm{n}}}{\partial \sigma}\right|_{\sigma=0^{+}}+\left.\varepsilon_{\mathrm{wn}} \frac{\partial \varphi_{\mathrm{w}}}{\partial \sigma}\right|_{\sigma=2 \pi^{-}}\right]}_{0 \text { (see Eq. }}+O\left(\delta_{\mathrm{n}}^{2}+\delta_{\mathrm{w}}^{2}\right)=S\left[\varphi_{\mathrm{w}}\right] . \tag{2.92}
\end{align*}
$$

Finally, one gets the following approximation for the differential operator $S$ at the boundary $S_{\mathrm{wn}}$ :

$$
\begin{align*}
\tilde{S}\left[\left.\phi_{\mathrm{n}}\right|_{i 0} ^{k}\right] & =\frac{1}{\delta_{\mathrm{n}}+\varepsilon_{\mathrm{wn}} \delta_{\mathrm{w}}} \cdot \frac{-\left.7 \phi_{\mathrm{n}}\right|_{i 0} ^{k}+\left.8 \phi_{\mathrm{n}}\right|_{i 1} ^{k}-\left.\phi_{\mathrm{n}}\right|_{i 2} ^{k}}{2 \delta_{\mathrm{n}}} \\
& +\frac{\varepsilon_{\mathrm{wn}}}{\delta_{\mathrm{n}}+\varepsilon_{\mathrm{wn}} \delta_{\mathrm{w}}} \cdot \frac{-\left.7 \phi_{\mathrm{w}}\right|_{i N_{\mathrm{w}}} ^{k}+\left.8 \phi_{\mathrm{w}}\right|_{i, N_{\mathrm{w}}-1} ^{k}-\left.\phi_{\mathrm{w}}\right|_{i, N_{\mathrm{w}}-2} ^{k}}{2 \delta_{\mathrm{w}}} \\
& =\tilde{S}\left[\left.\phi_{\mathrm{w}}\right|_{i N_{\mathrm{w}}} ^{k}\right], i=\overline{0, N} . \tag{2.93}
\end{align*}
$$

Thus, the second boundary condition in equations $(2.18)$ is replaced by equation 2.80 , in which the operators $\tilde{T}$ and $\tilde{S}$ are given by Eqs. 2.89) and 2.93).

## At the particle-water surface

The operator $T$ is approximated by $\tilde{T}$, which has the form Eq. 2.71, at the internal nodes of $S_{\mathrm{pn}}$ and Eq. 2.87) at the intersection of the $S_{\mathrm{pw}}$ and the axis of revolution.

Analogously to the computations for nonpolar-water interface, the operator $S$ is extended in a close vicinity of the dividing surface $S_{\mathrm{pw}}$ as follows:

$$
\begin{align*}
& S\left[\varphi_{\mathrm{p}}\right]=\frac{\partial^{2} \varphi_{\mathrm{p}}}{\partial \sigma^{2}}-\frac{1}{h} \frac{\partial h}{\partial \sigma} \frac{\partial \varphi_{\mathrm{p}}}{\partial \sigma}=\frac{\partial^{2} \varphi_{\mathrm{p}}}{\partial \sigma^{2}}-\frac{2 \tau \sin \sigma}{h} \frac{\partial \varphi_{\mathrm{p}}}{\partial \sigma} \text { at } \sigma=\sigma_{\mathrm{pw}}-0  \tag{2.94}\\
& S\left[\varphi_{\mathrm{w}}\right]=\frac{\partial^{2} \varphi_{\mathrm{w}}}{\partial \sigma^{2}}-\frac{1}{h} \frac{\partial h}{\partial \sigma} \frac{\partial \varphi_{\mathrm{w}}}{\partial \sigma}=\frac{\partial^{2} \varphi_{\mathrm{w}}}{\partial \sigma^{2}}-\frac{2 \tau \sin \sigma}{h} \frac{\partial \varphi_{\mathrm{w}}}{\partial \sigma} \text { at } \sigma=\sigma_{\mathrm{pw}}+0 \tag{2.95}
\end{align*}
$$

where $\sigma_{\mathrm{pw}}=2 \pi-\alpha$. Applying the formula 2.86) in the latter, one gets

$$
\begin{align*}
S\left[\varphi_{\mathrm{p}}\right] & =\frac{-7 \varphi_{\mathrm{p}}\left(\tau, \sigma_{\mathrm{pw}}\right)+8 \varphi_{\mathrm{p}}\left(\tau, \sigma_{\mathrm{pw}}-\delta_{\mathrm{p}}\right)-\varphi_{\mathrm{p}}\left(\tau, \sigma_{\mathrm{pw}}-2 \delta_{\mathrm{p}}\right)}{2 \delta_{\mathrm{p}}^{2}} \\
& +\left.\left(\frac{3}{\delta_{\mathrm{p}}}-\frac{2 \tau \sin \sigma_{\mathrm{pw}}}{h}\right) \frac{\partial \varphi_{\mathrm{p}}}{\partial \sigma}\right|_{\sigma=\sigma_{\mathrm{pw}}-0}+O\left(\delta_{\mathrm{p}}^{2}\right),  \tag{2.96}\\
S\left[\varphi_{\mathrm{w}}\right] & =\frac{-7 \varphi_{\mathrm{w}}\left(\tau, \sigma_{\mathrm{pw}}\right)+8 \varphi_{\mathrm{w}}\left(\tau, \sigma_{\mathrm{pw}}+\delta_{\mathrm{w}}\right)-\varphi_{\mathrm{w}}\left(\tau, \sigma_{\mathrm{pw}}+2 \delta_{\mathrm{w}}\right)}{2 \delta_{\mathrm{w}}^{2}} \\
& -\left.\left(\frac{3}{\delta_{\mathrm{w}}}+\frac{2 \tau \sin \sigma_{\mathrm{pw}}}{h}\right) \frac{\partial \varphi_{\mathrm{w}}}{\partial \sigma}\right|_{\sigma=\sigma_{\mathrm{pw}}+0}+O\left(\delta_{\mathrm{w}}^{2}\right) \tag{2.97}
\end{align*}
$$

Next, let the functions $a_{\mathrm{p}}(\tau)$ and $a_{\mathrm{w}}(\tau)$ are defined as
$a_{\mathrm{p}}(\tau)=\varepsilon_{\mathrm{pn}}\left(\frac{3}{\delta_{\mathrm{p}}}+\frac{2 \tau \sin \alpha}{1+\tau^{2}-2 \tau \cos \alpha}\right)^{-1}, \quad a_{\mathrm{w}}(\tau)=\varepsilon_{\mathrm{wn}}\left(\frac{3}{\delta_{\mathrm{w}}}-\frac{2 \tau \sin \alpha}{1+\tau^{2}-2 \tau \cos \alpha}\right)^{-1}$.
Then, adding Eq. 2.96, multiplied by $a_{\mathrm{p}}(\tau) /\left[a_{\mathrm{p}}(\tau)+a_{\mathrm{w}}(\tau)\right]$, to Eq. 2.97), multiplied by $a_{\mathrm{w}}(\tau) /\left[a_{\mathrm{p}}(\tau)+a_{\mathrm{w}}(\tau)\right]$, we obtain

$$
\begin{align*}
S\left[\varphi_{\mathrm{p}}\right] & =\frac{a_{\mathrm{p}}(\tau)}{a_{\mathrm{p}}(\tau)+a_{\mathrm{w}}(\tau)} \cdot \frac{-7 \varphi_{\mathrm{p}}\left(\tau, \sigma_{\mathrm{pn}}\right)+8 \varphi_{\mathrm{p}}\left(\tau, \sigma_{\mathrm{pn}}-\delta_{\mathrm{p}}\right)-\varphi_{\mathrm{p}}\left(\tau, \sigma_{\mathrm{pn}}-2 \delta_{\mathrm{p}}\right)}{2 \delta_{\mathrm{p}}^{2}} \\
& +\frac{a_{\mathrm{w}}(\tau)}{a_{\mathrm{p}}(\tau)+a_{\mathrm{w}}(\tau)} \cdot \frac{-7 \varphi_{\mathrm{w}}\left(\tau, \sigma_{\mathrm{pn}}\right)+8 \varphi_{\mathrm{w}}\left(\tau, \sigma_{\mathrm{pn}}+\delta_{\mathrm{w}}\right)-\varphi_{\mathrm{w}}\left(\tau, \sigma_{\mathrm{pn}}+2 \delta_{\mathrm{w}}\right)}{2 \delta_{\mathrm{w}}^{2}} \\
& +O\left(\delta_{\mathrm{p}}^{2}+\delta_{\mathrm{w}}^{2}\right)=S\left[\varphi_{\mathrm{w}}\right], \tag{2.99}
\end{align*}
$$

see Eq. 2.19. Finally, one gets the following approximation:

$$
\begin{align*}
\tilde{S}\left[\left.\phi_{\mathrm{p}}\right|_{i N_{\mathrm{p}}} ^{k}\right] & =\frac{a_{\mathrm{p}}\left(\tau_{i}\right)}{a_{\mathrm{p}}\left(\tau_{i}\right)+a_{\mathrm{w}}\left(\tau_{i}\right)} \cdot \frac{-\left.7 \phi_{\mathrm{p}}\right|_{i N_{\mathrm{p}}} ^{k}+\left.8 \phi_{\mathrm{p}}\right|_{i, N_{\mathrm{p}}-1} ^{k}-\left.\phi_{\mathrm{p}}\right|_{i, N_{\mathrm{p}}-2} ^{k}}{2 \delta_{\mathrm{p}}^{2}} \\
& +\frac{a_{\mathrm{w}}\left(\tau_{i}\right)}{a_{\mathrm{p}}\left(\tau_{i}\right)+a_{\mathrm{w}}\left(\tau_{i}\right)} \cdot \frac{-\left.7 \phi_{\mathrm{w}}\right|_{i 0} ^{k}+\left.8 \phi_{\mathrm{w}}\right|_{i 1} ^{k}-\left.\phi_{\mathrm{w}}\right|_{i 2} ^{k}}{2 \delta_{\mathrm{w}}^{2}}=\tilde{S}\left[\left.\phi_{\mathrm{w}}\right|_{i 0} ^{k}\right], i=\overline{0, N} . \tag{2.100}
\end{align*}
$$

## At the particle-nonpolar surface

The operator $T$ is approximated by $\tilde{T}$, which has the form Eq. 2.71) at the internal nodes and Eq. (2.87) at the intersection of the $S_{\mathrm{pn}}$ and the axis of revolution.

Analogously to the computations for the nonpolar-water surface, it follows from equations 2.60 and 2.86 that the finite difference representations of the operator $S$ in the close vicinity of the boundary $S_{\mathrm{pn}}$ are

$$
\begin{align*}
b_{\mathrm{n}}(\tau) S\left[\varphi_{\mathrm{n}}\right] & =\frac{-7 \varphi_{\mathrm{n}}\left(\tau, \sigma_{\mathrm{pn}}\right)+8 \varphi_{\mathrm{n}}\left(\tau, \sigma_{\mathrm{pn}}-\delta_{\mathrm{n}}\right)-\varphi_{\mathrm{n}}\left(\tau, \sigma_{\mathrm{pn}}-2 \delta_{\mathrm{n}}\right)}{2 \delta_{\mathrm{n}}^{2}} b_{\mathrm{n}}(\tau) \\
& +\left.\frac{\partial \varphi_{\mathrm{n}}}{\partial \sigma}\right|_{\sigma=\sigma_{\mathrm{pn}}-0}+O\left(\delta_{\mathrm{n}}^{2}\right),  \tag{2.101}\\
b_{\mathrm{p}}(\tau) S\left[\varphi_{\mathrm{p}}\right] & =\frac{-7 \varphi_{\mathrm{p}}\left(\tau, \sigma_{\mathrm{pn}}\right)+8 \varphi_{\mathrm{p}}\left(\tau, \sigma_{\mathrm{pn}}^{2}+\delta_{\mathrm{p}}\right)-\varphi_{\mathrm{p}}\left(\tau, \sigma_{\mathrm{pn}}+2 \delta_{\mathrm{p}}\right)}{2 \delta_{\mathrm{p}}^{2}} b_{\mathrm{p}}(\tau) \\
& -\left.\varepsilon_{\mathrm{pn}} \frac{\partial \varphi_{\mathrm{p}}}{\partial \sigma}\right|_{\sigma=\sigma_{\mathrm{pn}}+0}+O\left(\delta_{\mathrm{p}}^{2}\right), \tag{2.102}
\end{align*}
$$

where $\sigma_{\mathrm{pn}}:=\pi-\alpha$ and the functions $b_{\mathrm{n}}(\tau)$ and $b_{\mathrm{p}}(\tau)$ are defined as

$$
\begin{equation*}
b_{\mathrm{n}}(\tau)=\left(\frac{3}{\delta_{\mathrm{n}}}-\frac{2 \tau \sin \alpha}{1+\tau^{2}+2 \tau \cos \alpha}\right)^{-1}, b_{\mathrm{p}}(\tau)=\varepsilon_{\mathrm{pn}}\left(\frac{3}{\delta_{\mathrm{p}}}+\frac{2 \tau \sin \alpha}{1+\tau^{2}+2 \tau \cos \alpha}\right)^{-1} \tag{2.103}
\end{equation*}
$$

The linear combination of equations (2.101) and (2.102) with coefficients $b_{\mathrm{n}} /\left(b_{\mathrm{n}}+b_{\mathrm{p}}\right)$ and $b_{\mathrm{p}} /\left(b_{\mathrm{n}}+b_{\mathrm{p}}\right)$ along with the boundary conditions 2.20 leads to the final expression for the finite difference form of the operator $S$ at the boundary $S_{\mathrm{pn}}$ :

$$
\begin{align*}
S[\varphi] & =\frac{b_{\mathrm{n}}(\tau)}{b_{\mathrm{n}}(\tau)+b_{\mathrm{p}}(\tau)} \cdot \frac{-7 \varphi_{\mathrm{n}}\left(\tau, \sigma_{\mathrm{pn}}\right)+8 \varphi_{\mathrm{n}}\left(\tau, \sigma_{\mathrm{pn}}-\delta_{\mathrm{n}}\right)-\varphi_{\mathrm{n}}\left(\tau, \sigma_{\mathrm{pn}}-2 \delta_{\mathrm{n}}\right)}{2 \delta_{\mathrm{n}}^{2}} \\
& +\frac{b_{\mathrm{p}}(\tau)}{b_{\mathrm{n}}(\tau)+b_{\mathrm{p}}(\tau)} \cdot \frac{-7 \varphi_{\mathrm{p}}\left(\tau, \sigma_{\mathrm{pn}}\right)+8 \varphi_{\mathrm{p}}\left(\tau, \sigma_{\mathrm{pn}}+\delta_{\mathrm{p}}\right)-\varphi_{\mathrm{p}}\left(\tau, \sigma_{\mathrm{pn}}+2 \delta_{\mathrm{p}}\right)}{2 \delta_{\mathrm{p}}^{2}} \\
& +\frac{1}{b_{\mathrm{n}}(\tau)+b_{\mathrm{p}}(\tau)} \cdot \frac{2 \tau}{h}+O\left(\delta_{\mathrm{n}}^{2}+\delta_{\mathrm{p}}^{2}\right) . \tag{2.104}
\end{align*}
$$

Finally, we approximate the differential operator $S$ at this dividing boundary by

$$
\begin{align*}
\tilde{S}\left[\left.\phi_{\mathrm{n}}\right|_{i N_{\mathrm{n}}} ^{k}\right] & =\frac{b_{\mathrm{n}}\left(\tau_{i}\right)}{b_{\mathrm{n}}\left(\tau_{i}\right)+b_{\mathrm{p}}\left(\tau_{i}\right)} \cdot \frac{-\left.7 \phi_{\mathrm{n}}\right|_{i N_{\mathrm{n}}} ^{k}+\left.8 \phi_{\mathrm{n}}\right|_{i, N_{\mathrm{n}}-1} ^{k}-\left.\phi_{\mathrm{n}}\right|_{i, N_{\mathrm{n}}-2} ^{k}}{2 \delta_{\mathrm{n}}^{2}} \\
& +\frac{b_{\mathrm{p}}\left(\tau_{i}\right)}{b_{\mathrm{n}}\left(\tau_{i}\right)+b_{\mathrm{p}}\left(\tau_{i}\right)} \cdot \frac{-\left.7 \phi_{\mathrm{p}}\right|_{i 0} ^{k}+\left.8 \phi_{\mathrm{p}}\right|_{i 1} ^{k}-\left.\phi_{\mathrm{p}}\right|_{i 2} ^{k}}{2 \delta_{\mathrm{p}}^{2}} \\
& +\frac{1}{b_{\mathrm{n}}\left(\tau_{i}\right)+b_{\mathrm{p}}\left(\tau_{i}\right)} \cdot \frac{2 \tau_{i}}{1+\tau_{i}^{2}+2 \tau_{i} \cos \alpha}=\tilde{S}\left[\left.\phi_{\mathrm{p}}\right|_{i 0} ^{k}\right], i=\overline{0, N} . \tag{2.105}
\end{align*}
$$

## At the singularity point

For $\tau=1$ and $\sigma=0$, the toroidal transformation is singular. In toroidal coordinates, one reaches the triple point $\tau=1$ and $\sigma=0$, using two boundaries: the axis of revolution and the fluid-fluid interface. At the axis of revolution, the definition of the operator $S$ for $\sigma \rightarrow 0$ is

$$
\begin{align*}
\lim _{\sigma \rightarrow 0}(1-\cos \sigma) \frac{\partial}{\partial \sigma}\left(\frac{1}{1-\cos \sigma} \cdot \frac{\partial \varphi_{l}}{\partial \sigma}\right) & =\lim _{\sigma \rightarrow 0}\left[\frac{\partial^{2} \varphi_{l}}{\partial \sigma^{2}}-\frac{\sin \sigma}{1-\cos \sigma} \frac{\partial \varphi_{l}}{\partial \sigma}\right] \\
& =\left.\frac{\partial^{2} \varphi_{l}}{\partial \sigma^{2}}\right|_{\sigma=0}-\lim _{\sigma \rightarrow 0} \frac{\frac{\partial \varphi_{l}}{\partial \sigma}}{\sin \left(\frac{\sigma}{2}\right)} \tag{2.106}
\end{align*}
$$

see Eq. 2.84. The value of $\varphi_{l}$ for $\tau=1$ and $\sigma=0$ is a constant due to the fact that the physical value of the potentials at infinity is a constant. Then, we conclude that

$$
\begin{equation*}
\left.\frac{\partial \varphi_{l}}{\partial \sigma}\right|_{\sigma=0}=0 \tag{2.107}
\end{equation*}
$$

and, therefore,

$$
\begin{equation*}
\lim _{\sigma \rightarrow 0}(1-\cos \sigma) \frac{\partial}{\partial \sigma}\left(\frac{1}{1-\cos \sigma} \cdot \frac{\partial \varphi_{l}}{\partial \sigma}\right)=\left.\frac{\partial^{2} \varphi_{l}}{\partial \sigma^{2}}\right|_{\sigma=0}-2 \lim _{\sigma \rightarrow 0} \frac{\frac{\partial^{2} \varphi_{l}}{\partial \sigma^{2}}}{\cos \left(\frac{\sigma}{2}\right)}=-\frac{\partial \varphi_{l}^{2}}{\partial \sigma^{2}} \tag{2.108}
\end{equation*}
$$

At the water-nonpolar interface, the definition of the operator $T$ for $\tau \rightarrow 1$ is

$$
\begin{align*}
T\left[\varphi_{l}\right] & =\lim _{\tau \rightarrow 1} \frac{\tau(1-\tau)}{1+\tau} \frac{\partial}{\partial \tau}\left[\frac{\tau(1+\tau)}{1-\tau} \frac{\partial \varphi_{l}}{\partial \tau}\right]=\lim _{\tau \rightarrow 1} \tau\left[\frac{\tau^{2}-2 \tau-1}{\tau^{2}-1} \frac{\partial \varphi_{l}}{\partial \tau}+\tau \frac{\partial^{2} \varphi_{l}}{\partial \tau^{2}}\right] \\
& =\frac{-2}{2} \lim _{\tau \rightarrow 1} \frac{\frac{\partial \varphi_{l}}{\partial \tau}}{\tau-1}+\left.\frac{\partial^{2} \varphi_{l}}{\partial \tau^{2}}\right|_{\tau=1}=0 . \tag{2.109}
\end{align*}
$$

Then, we use Eq. 2.107) as a boundary condition in the infinity point in $\sigma$-direction. Finally, the boundary condition 2.22 is approximated as

$$
\begin{equation*}
\left.3 \phi_{\mathrm{n}}\right|_{N 0} ^{k+1}-\left.4 \phi_{\mathrm{n}}\right|_{N-1,0} ^{k+1}+\left.\phi_{\mathrm{n}}\right|_{N-2,0} ^{k+1}=0 \tag{2.110}
\end{equation*}
$$

and Eq. 2.107 - as

$$
\begin{array}{r}
-\left.3 \phi_{\mathrm{n}}\right|_{N 0} ^{k+1}+\left.4 \phi_{\mathrm{n}}\right|_{N 1} ^{k+1}-\left.\phi_{\mathrm{n}}\right|_{N 2} ^{k+1}=0, \\
\left.3 \phi_{\mathrm{w}}\right|_{N N_{\mathrm{w}}} ^{k+1}-\left.4 \phi_{\mathrm{w}}\right|_{N, N_{\mathrm{w}}-1} ^{k+1}+\left.\phi_{\mathrm{w}}\right|_{N, N_{\mathrm{w}}-2} ^{k+1}=0, \tag{2.112}
\end{array}
$$

using the second-order formula 2.22

$$
\begin{equation*}
u^{\prime}(x)= \pm \frac{3 u(x)-4 u\left(x \mp \delta_{x}\right)+u\left(x \mp 2 \delta_{x}\right)}{2 \delta_{x}}+O\left(\delta_{x}^{2}\right) \tag{2.113}
\end{equation*}
$$

### 2.6.3 Algorithm

The algorithm for finding the distribution of the electrostatic potentials is presented in Alg. 1. The main idea of algorithm is the following. We solve the problem in the $\sigma$ direction and obtain the values of $\left.\psi_{l}\right|_{i j} ^{k}, l=\mathrm{n}, \mathrm{p}, \mathrm{w}$. Next, the values of the functions $\left.\psi_{l}\right|_{i j} ^{k}, l=\mathrm{n}, \mathrm{p}, \mathrm{w}$, at the axis of revolution are obtained. Next, three $\tau$-directional problems are solved and the values $\left.\phi_{l}\right|_{i j} ^{k}+1, l=\mathrm{n}, \mathrm{p}, \mathrm{w}$ are obtained. For stopping criterion, an error estimate is used.

Next, we specify the different $\tau$ and $\sigma$-directional problems that are solved. The $\sigma$ directional problem ( S ) acquires the form:

- At the volumes (Eqs. 2.70 and 2.71)):

$$
\begin{align*}
& \left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\psi_{\mathrm{n}}\right|_{i j} ^{k+1}\right]=\delta_{t} \tilde{S}\left[\left.\phi_{\mathrm{n}}\right|_{i j} ^{k}\right]+\delta_{t} \tilde{T}\left[\left.\phi_{\mathrm{n}}\right|_{i j} ^{k}\right], j=\overline{1, N_{\mathrm{n}}-1}  \tag{2.114}\\
& \left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\psi_{\mathrm{p}}\right|_{i j} ^{k+1}\right]=\delta_{t} \tilde{S}\left[\left.\phi_{\mathrm{p}}\right|_{i j} ^{k}\right]+\delta_{t} \tilde{T}\left[\left.\phi_{\mathrm{p}}\right|_{i j} ^{k}\right], j=\overline{1, N_{\mathrm{p}}-1}  \tag{2.115}\\
& \left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\psi_{\mathrm{w}}\right|_{i j} ^{k+1}\right]=\delta_{t} \tilde{S}\left[\left.\phi_{\mathrm{w}}\right|_{i j} ^{k}\right]+\delta_{t} \tilde{T}\left[\left.\phi_{\mathrm{w}}\right|_{i j} ^{k}\right], j=\overline{1, N_{\mathrm{w}}-1} ; \tag{2.116}
\end{align*}
$$

- At the nonpolar-water boundary $S_{\mathrm{nw}}$ (Eqs. 2.93) and 2.89):

$$
\begin{align*}
& \left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\psi_{\mathrm{w}}\right|_{i N_{\mathrm{w}}} ^{k+1}\right]=\delta_{t} \tilde{S}\left[\left.\phi_{\mathrm{w}}\right|_{i N_{\mathrm{w}}} ^{k}\right]+\delta_{t} \tilde{T}\left[\left.\phi_{\mathrm{w}}\right|_{i N_{\mathrm{w}}} ^{k}\right],  \tag{2.117}\\
& \left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\psi_{\mathrm{n}}\right|_{i 0} ^{k+1}\right]=\delta_{t} \tilde{S}\left[\left.\phi_{\mathrm{n}}\right|_{i 0} ^{k}\right]+\delta_{t} \tilde{T}\left[\left.\phi_{\mathrm{n}}\right|_{i 0} ^{k}\right] \tag{2.118}
\end{align*}
$$

```
Algorithm 1 Compute the electrostatic distributions
    procedure ComputeDistributions \(\left(N, N_{\mathrm{n}}, N_{\mathrm{p}}, N_{\mathrm{w}}, \alpha\right)\)
        Compute the lengths of the steps \(\delta_{\mathrm{n}}, \delta_{\mathrm{p}}, \delta_{\mathrm{w}}, \delta_{\tau}, \delta_{t} ; \quad \triangleright 2.63-2.67\);
        Set the values of \(\phi_{\mathrm{n}}, \phi_{\mathrm{p}}, \phi_{\mathrm{w}}\) to 0 at the initial moment of time \((k=0)\);
        for \(k \leftarrow 0\) to 200 do
            for \(i \leftarrow 1\) to \(N-1\) do
                    Solve a \(\sigma\)-directional problem \((S)\) for \(\psi_{\mathrm{w}}, \psi_{\mathrm{n}}\) and \(\psi_{\mathrm{p}}\);
            end for
            Solve a \(\sigma\)-directional problem \(\left(S_{1}\right)\);
            for \(j \leftarrow 1\) to \(N_{\mathrm{n}}-1\) do
                Solve a \(\tau\)-directional problem \(\left(T_{\mathrm{n}}\right)\);
            end for
            for \(j \leftarrow 1\) to \(N_{\mathrm{p}}-1\) do
                    Solve a \(\tau\)-directional problem \(\left(T_{\mathrm{p}}\right)\);
            end for
            for \(j \leftarrow 1\) to \(N_{\mathrm{w}}-1\) do
                    Solve a \(\tau\)-directional problem \(\left(T_{\mathrm{w}}\right)\);
            end for
            Compute the values \(\phi_{\mathrm{n}}, \phi_{\mathrm{p}}, \phi_{\mathrm{w}}\) at the next moment of time; \(\triangleright\) Eq. 2.79 )
        end for
    end procedure
```

- At the particle-nonpolar boundary $S_{\text {pn }}$ (Eqs. 2.105) and 2.71) :

$$
\begin{align*}
& \left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\psi_{\mathrm{n}}\right|_{i N_{\mathrm{n}}} ^{k+1}\right]=\delta_{t} \tilde{S}\left[\left.\phi_{\mathrm{n}}\right|_{i N_{\mathrm{n}}} ^{k}\right]+\delta_{t} \tilde{T}\left[\left.\phi_{\mathrm{n}}\right|_{i N_{\mathrm{n}}} ^{k}\right],  \tag{2.119}\\
& \left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\psi_{\mathrm{p}}\right|_{i 0} ^{k+1}\right]=\delta_{t} \tilde{S}\left[\left.\phi_{\mathrm{p}}\right|_{i 0} ^{k}\right]+\delta_{t} \tilde{T}\left[\left.\phi_{\mathrm{p}}\right|_{i 0} ^{k}\right] \tag{2.120}
\end{align*}
$$

- At the particle-water boundary $S_{\text {pw }}$ (Eqs. 2.100 and 2.71):

$$
\begin{align*}
& \left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\psi_{\mathrm{p}}\right|_{i N_{\mathrm{p}}} ^{k+1}\right]=\delta_{t} \tilde{S}\left[\left.\phi_{\mathrm{p}}\right|_{i N_{\mathrm{p}}} ^{k}\right]+\delta_{t} \tilde{T}\left[\left.\phi_{\mathrm{p}}\right|_{i N_{\mathrm{p}}} ^{k}\right]  \tag{2.121}\\
& \left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\psi_{\mathrm{w}}\right|_{i 0} ^{k+1}\right]=\delta_{t} \tilde{S}\left[\left.\phi_{\mathrm{w}}\right|_{i 0} ^{k}\right]+\delta_{t} \tilde{T}\left[\left.\phi_{\mathrm{w}}\right|_{i 0} ^{k}\right] \tag{2.122}
\end{align*}
$$

The $\sigma$-directional problem $\left(S_{1}\right)$, computing the values of the potentials at the axis of revolution $\tau=1$, is defined as:

- In the volumes (Eqs. 2.70) and 2.87):

$$
\begin{align*}
& \left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\psi_{\mathrm{n}}\right|_{N j} ^{k+1}\right]=\delta_{t} \tilde{S}\left[\left.\phi_{\mathrm{n}}\right|_{N j} ^{k}\right]+\delta_{t} \tilde{T}\left[\left.\phi_{\mathrm{n}}\right|_{N j} ^{k}\right], j=\overline{1, N_{\mathrm{n}}-1}  \tag{2.123}\\
& \left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\psi_{\mathrm{p}}\right|_{N j} ^{k+1}\right]=\delta_{t} \tilde{S}\left[\left.\phi_{\mathrm{p}}\right|_{N j} ^{k}\right]+\delta_{t} \tilde{T}\left[\left.\phi_{\mathrm{p}}\right|_{N j} ^{k}\right], j=\overline{1, N_{\mathrm{p}}-1}  \tag{2.124}\\
& \left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\psi_{\mathrm{w}}\right|_{N j} ^{k+1}\right]=\delta_{t} \tilde{S}\left[\left.\phi_{\mathrm{w}}\right|_{N j} ^{k}\right]+\delta_{t} \tilde{T}\left[\left.\phi_{\mathrm{w}}\right|_{N j} ^{k}\right], j=\overline{1, N_{\mathrm{w}}-1} \tag{2.125}
\end{align*}
$$

- At $\tau=1$ and $S_{\mathrm{nw}}$ (Eq. 2.111 and 2.112):

$$
\begin{align*}
& -\left.3 \psi_{\mathrm{n}}\right|_{N 0} ^{k+1}+\left.4 \psi_{\mathrm{n}}\right|_{N 1} ^{k+1}-\left.\psi_{\mathrm{n}}\right|_{N 2} ^{k+1}=0  \tag{2.126}\\
& \left.\quad 3 \psi_{\mathrm{w}}\right|_{N N_{\mathrm{w}}} ^{k+1}-\left.4 \psi_{\mathrm{w}}\right|_{N, N_{\mathrm{w}}-1} ^{k+1}+\left.\psi_{\mathrm{w}}\right|_{N, N_{\mathrm{w}}-2} ^{k+1}=0 \tag{2.127}
\end{align*}
$$

- At $\tau=1$ and $S_{\mathrm{pn}}$ (Eqs. 2.105 and 2.87):

$$
\begin{align*}
& \left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\psi_{\mathrm{n}}\right|_{N N_{\mathrm{n}}} ^{k+1}\right]=\delta_{t} \tilde{S}\left[\left.\phi_{\mathrm{n}}\right|_{N N_{\mathrm{n}}} ^{k}\right]+\delta_{t} \tilde{T}\left[\left.\phi_{\mathrm{n}}\right|_{N N_{\mathrm{n}}} ^{k}\right]  \tag{2.128}\\
& \left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\psi_{\mathrm{p}}\right|_{N 0} ^{k+1}\right]=\delta_{t} \tilde{S}\left[\left.\phi_{\mathrm{p}}\right|_{N 0} ^{k}\right]+\delta_{t} \tilde{T}\left[\left.\phi_{\mathrm{p}}\right|_{N 0} ^{k}\right] \tag{2.129}
\end{align*}
$$

- At $\tau=1$ and $S_{\mathrm{pw}}$ (Eqs. 2.100) and 2.87)):

$$
\begin{align*}
& \left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\psi_{\mathrm{p}}\right|_{N N_{\mathrm{p}}} ^{k+1}\right]=\delta_{t} \tilde{S}\left[\left.\phi_{\mathrm{p}}\right|_{N N_{\mathrm{p}}} ^{k}\right]+\delta_{t} \tilde{T}\left[\left.\phi_{\mathrm{p}}\right|_{N N_{\mathrm{p}}} ^{k}\right]  \tag{2.130}\\
& \left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\psi_{\mathrm{w}}\right|_{N 0} ^{k+1}\right]=\delta_{t} \tilde{S}\left[\left.\phi_{\mathrm{w}}\right|_{N 0} ^{k}\right]+\delta_{t} \tilde{T}\left[\left.\phi_{\mathrm{w}}\right|_{N 0} ^{k}\right] \tag{2.131}
\end{align*}
$$

The $\tau$-directional problem $\left(T_{\mathrm{n}}\right)$ has the form:

- At the volumes (Eqs. 2.71)):

$$
\begin{equation*}
\left(U-\frac{\delta_{t}}{2} \tilde{T}\right)\left[\left.\delta \phi_{\mathrm{n}}\right|_{i j} ^{k+1}\right]=\left.\psi_{\mathrm{n}}\right|_{i j} ^{k+1}, i=\overline{1, N-1} \tag{2.132}
\end{equation*}
$$

- At the contact line (Eq. 2.82 ):

$$
\begin{equation*}
\left.\delta \phi_{\mathrm{n}}\right|_{0 j} ^{k+1}=0 \tag{2.133}
\end{equation*}
$$

- At the axis of revolution $\tau=1$ and $\sigma \neq 0$ (Eq. 2.87):

$$
\begin{equation*}
\left(U-\frac{\delta_{t}}{2} \tilde{T}\right)\left[\left.\delta \phi_{\mathrm{n}}\right|_{N j} ^{k+1}\right]=\left.\psi_{\mathrm{n}}\right|_{N j} ^{k+1}, \tag{2.134}
\end{equation*}
$$

- At the infinity point (Eq. 2.110)):

$$
\begin{equation*}
\left.3 \delta \phi_{\mathrm{n}}\right|_{N 0} ^{k+1}-\left.4 \delta \phi_{\mathrm{n}}\right|_{N-1,0} ^{k+1}+\left.\delta \phi_{\mathrm{n}}\right|_{N-2,0} ^{k+1}=0 \tag{2.135}
\end{equation*}
$$



Figure 2.5: Distribution of the electrostatic potentials in numerical domains for contact angle $\alpha=90^{\circ}$

Analogously, the $\tau$-directional problem $\left(T_{\mathrm{p}}\right)$ and $\left(T_{\mathrm{w}}\right)$ are defined. Note that we solve two linear systems on each time step. Because of the boundary conditions, the considered algorithm reduces the matrix of the linear algebraic system in the $\tau$-direction to a fivediagonal matrix. The respective matrix of the system in the $\sigma$-direction is again with five non-zero diagonals, but because of the periodicity of the solution at $S_{\mathrm{nw}}$ its first row contains two more elements at the end and the last row contains two more elements at the beginning. We implemented a direct elimination numerical method in order to solve these systems.

Finally, in order to compute the distribution of the electrostatic potentials after long enough time, you need to save only the information in the current and the previous moment of time.

### 2.7 Numerical results

To achieve good precision of the numerical calculations, we discretize each numerical domain by introducing a $100 \times 100$ uniform mesh (see Section 2.6). Due to the fact that the $\sigma$ coordinate curve is a circle, which degenerates into the pole $A_{+}$for $\tau \rightarrow \infty$ (see Fig. S.9 in the Supplementary material S), then we could work with an uniform mesh over the spacial domain in toroidal coordinates. The time step is chosen to be equal to the minimum of $\delta_{\tau}, \delta_{\mathrm{n}}, \delta_{\mathrm{p}}$ and $\delta_{\mathrm{w}}$. The computation of the potential distributions is fast. The CPU time on a laptop with processor Intel Core $15-4200 \mathrm{H}$ is less than a second for any contact angle $\alpha \in\left(0^{\circ}, 180^{\circ}\right)$ and an $100 \times 100$ uniform mesh in each of the domains.

The illustrative figures (Fig. 2.5 b and 2.6 b ) correspond to experimental system parameters $\varepsilon_{\mathrm{pn}}=2$ and $\varepsilon_{\mathrm{wn}}=40$ [2.11]. If the oil phase has a larger dielectric constant (for example, castor oil with $\varepsilon_{\mathrm{n}}=4.54$ ), then the system parameters are $\varepsilon_{\mathrm{pn}}=0.874$ and $\varepsilon_{\mathrm{wn}}=17.2$ (Figs. 2.5 a and 2.6 a , respectively).

Fig. 2.5 shows the distribution of the physical potentials in the numerical domains
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Figure 2.6: Distribution of potentials along the interfaces for different values of contact angle $\alpha$
for three-phase contact angle $\alpha=90^{\circ}$. The considerably higher dimensionless potentials are well illustrated for larger values of the dielectric constant of the nonpolar phase. At the coordinate lines, $\sigma=0\left(S_{\mathrm{nw}}\right)$ and $\sigma=3 \pi / 2\left(S_{\mathrm{pw}}\right)$, the electrostatic potentials are considerably lower than those at coordinate line $\sigma=\pi / 2\left(S_{\mathrm{pn}}\right)$. As it can be expected, the maxima of the electrostatic potentials are at the cross-section of the particle-nonpolar interface and the axis of revolution. In both cases, the dielectric constant of water is so high that the water phase suppresses the penetration of the electric field in the polar phase.

The calculations in [2.2, 2.11] are performed, assuming zero values of the potentials at the boundaries of the polar fluid. The magnitude of the electro-dipping force decreases if the electrostatic potentials at these boundaries are different than zero. Fig. 2.6 shows the distribution of the surface potentials along the boundaries (solid lines correspond to $S_{\mathrm{pn}}$; dashed lines - to $S_{\mathrm{pw}}$; dot-dashed lines - to $S_{\mathrm{nw}}$ ). The increase in the three-phase contact angle (more hydrophobic particles) leads to higher potentials because of the more charges, adsorbed at the particle-nonpolar fluid interface. The effect of the water phase becomes more pronounced. It is important to note that the surface potentials at the particle-water boundary are different from zero. Thus, the boundary $S_{\mathrm{pw}}$ also contributes to the electrodipping force. For $\alpha=45^{\circ}$ and $\alpha=90^{\circ}$ this contribution is small, while for $\alpha=135^{\circ}$-it is not negligible. The weak singularities at the three-phase contact line $(\tau=0)$ correspond to those depicted in Fig. 2.4. If the dielectric constant of the particle phase, $\varepsilon_{\mathrm{p}}$, is smaller than that of the nonpolar phase, $\varepsilon_{\mathrm{n}}$, then the electric field penetration inside the particle phase is more effective and the electrostatic potential at boundary $S_{\mathrm{pw}}$ is higher.

### 2.8 Conclusion

The proposed effective numerical algorithm, based on the ADIM, enables us to do fast and precise calculation of the electrostatic distributions, generated from a charged dielectric particle, attached to the nonpolar-water interface. For faster calculations, we transform the complex dielectric phase domains into rectangles, using a modification of the toroidal coordinates. The resulting systems in the respective directions of ADIM are solved, using a
direct elimination method.
The numerical results show the effect of the three-phase contact angle and the dielectric properties of the phases on the induced electric fields and the magnitude of the electro-dipping force. Generally, the decrease of the ratios of the dielectric constants of the particle and nonpolar phase, $\varepsilon_{p} / \varepsilon_{\mathrm{n}}$, and that of water and nonpolar phase, $\varepsilon_{\mathrm{w}} / \varepsilon_{\mathrm{n}}$, leads to the more pronounced penetration of the electric field and higher surface potentials at the particle-water and nonpolar fluid-water boundaries. The magnitude of the potentials (electro-dipping force) is larger for more hydrophobic particles. The calculations generalize known results - the idealized case of a thin electric double layer in water [2.11, where the dielectric constants of the particle and the nonpolar phase are assumed to be negligible with respect to the constant of water, and the idealized case of water phase with infinite dielectric permittivity [2.2].
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## Chapter 3

## Motion of a spherical particle, attached to the interface between two viscous fluids

In this chapter, we compute the drag force, acting on a particle, attached to the boundary between two viscous fluids. This calculation is important for the production of 2D-ordered micro- and nano-layers, which are applied in the production of solar panels, charge-coupled devices (CCDs) and bio-memory chips. The problem was solved semi-analytically for waterair interface and three-phase contact angle $\alpha \leq 90^{\circ}$, using the Mehler-Fock transformation 3.1. We propose a numerical method, based on the gauge formulation of the Stokes equations for two viscous fluids. This method is applicable for calculating the velocity field, the pressure and the drag force coefficient for all values of the three-phase contact angle and the fluid viscosities. The weak singularity of the solutions at the three-phase contact line is studied and the respective phase diagram is drawn. The isolation of the singularity type helps us to construct an efficient second-order numerical scheme, based on the alternating direction implicit method. The problem is solved numerically for different three-phase contact angles and ratios of the fluid viscosities.

The results, included in this chapter, are published in

- G. Lyutskanova-Zhekova, K. Danov, Motion of a Spherical Particle Attached to the Interface Between Two Viscous Fluids, Progress in Industrial Mathematics (2019). DOI: 10.1007/978-3-030-27550-1_12.


### 3.1 Literature overview

The 2D layers of micro- and nano-particles [3.2, 3.3, attached to interfaces, are related to the production of antireflective surface coverages in solar panels [3.4, 3.5], microlense structures in CCD technologies [3.6 and structures for bioengineering and biosensing applications [3.7, 3.8. The quality of these layers depends on the values of the contact angle, $\alpha$, and the mobility of particles at interfaces. For small particles, $\alpha$ is measured from the translational motion of individual particles, attached to fluid-fluid interfaces [3.9].

In the current work, we calculate the drag coefficient of a spherical particle, located at a flat interface between two viscous fluids and moving parallel to it. If one of the fluid phases is air, the problem has a semi-analytical solution in terms of the Mehler-Fock integral transformation [3.1, which is valid only for particles more immersed in the fluid phase $\left(\alpha \leq 90^{\circ}\right)$. Analytical approximations for the drag and diffusion coefficient of a spherical particle, attached to a flat interface between two immiscible fluids, are constructed for the case of a vanishing viscosity ratio between the fluid phases 3.10. The general problem is solved in [3.11], using the two-vorticity-one-velocity formalism. A major drawback of the proposed method in 3.11 is that it is slow and, therefore, it cannot be used in the most of the practical applications.

The aim of the present study is to develop a fast and effective numerical method for calculating the velocity field, the pressure and the drag coefficient in the case of two fluid phases with arbitrary viscosities and three-phase contact angles $0<\alpha<180^{\circ}$. The problem is solved, using similar method to this in [3.11 but we use the gauge approach instead of the two-vorticity-one-velocity formalism. This leads to fast and efficient method for solving the problem.

Solving this problem in an efficient way is an important task due to the following reasons. First, these calculations could be used to determine the contact angle of micron particles. These particles are so small that they do not deform the surface, to which they are attached. Moreover, one could see their movement with a microscope but not them in detail. Therefore, the speed of a micron particle is measured thought experiment and using this information, the particle contact angle is computed. The only way to do that for the time being is by using parametric identification. This method requires repeated calculations of the drag force for different values of the contact angle to obtain the best fit of the experimental data for the drag coefficient. Second, an efficient algorithm for computation of the drag force is needed in order to solve the two-dimensional crystallization problem. This problem is transformed to a problem for ordering of many moving particles, which is solved, using the drag force coefficient for each particle. Moreover, an efficient algorithm is needed because the number of particles is great and they have different contact angles. Due to above presented applications, the solution of the presented above problem is an important task.

The current chapter is structured as follows. We formulate the problem in Sec. 3.2 and nondimensionalize it in Sec. 3.4. In Sec. 3.5, one transforms the problem into a convenient form for numerical modeling. In Sec. 3.6 the asymptotic solutions at the three-phase contact line are found in order to have a good approximation for the drag force, which has a singularity at $\tau=0$. Finally, the numerical method and algorithm for finding the drag force, and the results are presented in Sec. 3.7

### 3.2 Mathematical formulation of the problem

A small spherical particle of radius $R$ is attached to the interface between two infinite incompressible viscous fluids (Fig. 3.1) and moves parallel to the fluid interface with known constant velocity $V$. The particle position is determined by the three-phase contact angle $\alpha$, see Fig. 3.1. For small capillary numbers, the perturbations of the dividing surface due to the particle motion are sufficiently small so that the surface is flat. Thus, the three-phase contact line is a circumference of radius $r_{c}=R \sin \alpha$. Its center is chosen to be an origin of a Cartesian coordinate system with unit basis vectors $\mathbf{e}_{x}, \mathbf{e}_{y}$, and $\mathbf{e}_{z}$, where $\mathbf{e}_{y}$ points at the direction of the particle movement and $\mathbf{e}_{z}$ is normal to the fluid-fluid interface, pointing at
the upper fluid phase (see Fig. 3.1).


Figure 3.1: Sketch of a spherical particle, attached to the plane interface between two fluids.
The translation of the particle causes the fluid motion, which is assumed to be so slow so that the inertia terms in the Navier-Stokes equations can be neglected. Thus, we describe the sought-out local velocities $\mathbf{v}_{m}$ for both phases as solutions of the Stokes equations, i.e.

$$
\begin{align*}
& \nabla \cdot \mathbf{v}_{m}=0, m=1,2  \tag{3.1}\\
& \nabla p_{m}=\eta_{m} \nabla^{2} \mathbf{v}_{m}, m=1,2 \tag{3.2}
\end{align*}
$$

where $p_{m}$ is the pressure, $\eta_{m}$ is the dynamic viscosity, $\nabla$ is the spatial gradient and subscripts " 1 " and " 2 " denote the upper and lower phases, respectively.

In order to close the obtained system of partial differential equations, we need to apply the respective boundary conditions. The no-slip boundary conditions at the particle surface, $S_{\mathrm{p}}$, state

$$
\begin{equation*}
\mathbf{v}_{m}=V \mathbf{e}_{y} \text { at } S_{\mathrm{p}}, m=1,2 \tag{3.3}
\end{equation*}
$$

see Eq. U.77) in the Supplementary material U. The kinematic boundary conditions at the non-perturbed interface $z=0$ are

$$
\begin{equation*}
\mathbf{v}_{1}=\mathbf{v}_{2}, \mathbf{v}_{1} \cdot \mathbf{e}_{z}=0, \mathbf{v}_{2} \cdot \mathbf{e}_{z}=0 \text { at } z=0 \tag{3.4}
\end{equation*}
$$

see Eqs. (U.79), (U.81) in the Supplementary Material U. The interface is assumed to have no surface elasticity, diffusivity, viscosity, etc., then, the dynamic boundary condition at interface $z=0$ has the form:

$$
\begin{equation*}
\mathbf{e}_{z} \cdot\left(\mathbf{T}_{1}-\mathbf{T}_{2}\right)=\mathbf{0} \text { at } z=0 \tag{3.5}
\end{equation*}
$$

where $\mathbf{T}_{1}$ and $\mathbf{T}_{2}$ are the bulk stress tensors, see U.93 in the Supplementary Material U. Taking into account that the fluids are incompressible Newtonian, then the following constitutive relations:

$$
\begin{equation*}
\mathbf{T}_{m}=-p_{m} \mathbf{I}+\eta_{m}\left[\nabla \mathbf{v}_{m}+\left(\nabla \mathbf{v}_{m}\right)^{T}\right], m=1,2 \tag{3.6}
\end{equation*}
$$

hold true, see Section U.4 in the Supplementary Material U. Substituting Eqs. (3.6) in the general dynamic boundary condition 3.5 , we obtain

$$
\begin{align*}
-p_{1} \mathbf{e}_{z}+\eta_{1} \mathbf{e}_{z} \cdot & {\left[\nabla \mathbf{v}_{1}+\left(\nabla \mathbf{v}_{1}\right)^{T}\right]=-p_{2} \mathbf{e}_{z}+\eta_{2} \mathbf{e}_{z} \cdot\left[\nabla \mathbf{v}_{2}+\left(\nabla \mathbf{v}_{2}\right)^{T}\right] }  \tag{3.7}\\
& -p_{1} \mathbf{e}_{z}+2 \eta_{1} \frac{\partial \mathbf{v}_{1}}{\partial z}=-p_{2} \mathbf{e}_{z}+2 \eta_{2} \frac{\partial \mathbf{v}_{2}}{\partial z} \text { at } z=0 \tag{3.8}
\end{align*}
$$

see Eqs. S.69, S.211) in the Supplementary Material S. In order to remove the unknown pressures from the dynamic boundary condition, we take the vector product of Eq. 3.8 with $\mathbf{e}_{z}$ and obtain

$$
\begin{equation*}
\eta_{1} \frac{\partial \mathbf{v}_{1}}{\partial z} \times \mathbf{e}_{z}=\eta_{2} \frac{\partial \mathbf{v}_{2}}{\partial z} \times \mathbf{e}_{z} \text { at } z=0 \tag{3.9}
\end{equation*}
$$

Finally, the physical values of $\mathbf{v}_{m}, m=1,2$, and $p_{m}, m=1,2$, vanish at large distances from the particle, i.e.

$$
\begin{equation*}
\lim _{\rho \rightarrow \infty} \mathbf{v}_{m}=\mathbf{0}, \quad \lim _{\rho \rightarrow \infty} p_{m}=0, m=1,2 \tag{3.10}
\end{equation*}
$$

where $\rho$ denotes the length of the radius vector and it is computed as follows:

$$
\begin{equation*}
\rho=\sqrt{x^{2}+y^{2}+z^{2}} . \tag{3.11}
\end{equation*}
$$

### 3.3 Exact solution of the problem

Let us introduce a cylindrical coordinate system $r, \varphi$, and $z$ with center, coinciding with the center of the three-phase contact line, and unit basis vectors $\mathbf{e}_{r}, \mathbf{e}_{\varphi}$ and $\mathbf{e}_{z}$ (see Fig. 3.1). In the considered coordinate system, the exact solution of the Stokes problem (3.1) and (3.2) with boundary conditions (3.3) and (3.10), which describes the movement of a particle in an unbounded fluid $m$ of viscosity $\eta_{m}$, is

$$
\begin{align*}
v_{m r}^{s t} & =\frac{3 V}{4} \cdot \frac{R^{3}(z-R \cos \alpha)^{2} \sin \varphi}{\left[r^{2}+(z-R \cos \alpha)^{2}\right]^{5 / 2}}-\frac{3 V}{4} \cdot \frac{R(z-R \cos \alpha)^{2} \sin \varphi}{\left[r^{2}+(z-R \cos \alpha)^{2}\right]^{3 / 2}} \\
& -\frac{V}{2} \cdot \frac{R^{3} \sin \varphi}{\left[r^{2}+(z-R \cos \alpha)^{2}\right]^{3 / 2}}+\frac{3 V}{2} \cdot \frac{R \sin \varphi}{\left[r^{2}+(z-R \cos \alpha)^{2}\right]^{1 / 2}}, m=1,2,  \tag{3.12}\\
v_{m \varphi}^{s t} & =\frac{V}{4} \cdot \frac{R^{3} \cos \varphi}{\left[r^{2}+(z-R \cos \alpha)^{2}\right]^{3 / 2}}+\frac{3 V}{4} \cdot \frac{R \cos \varphi}{\left[r^{2}+(z-R \cos \alpha)^{2}\right]^{1 / 2}}, m=1,2,  \tag{3.13}\\
v_{m z}^{s t} & =-\frac{3 V}{4} \cdot \frac{R^{3} r(z-R \cos \alpha) \sin \varphi}{\left[r^{2}+(z-R \cos \alpha)^{2}\right]^{5 / 2}}+\frac{3 V}{4} \cdot \frac{R r(z-R \cos \alpha) \sin \varphi}{\left[r^{2}+(z-R \cos \alpha)^{2}\right]^{3 / 2}}, m=1,2,  \tag{3.14}\\
p_{m}^{s t} & =\frac{3 V \eta_{m}}{2 R} \cdot \frac{R^{2} r \sin \varphi}{\left[r^{2}+(z-R \cos \alpha)^{2}\right]^{3 / 2}}, m=1,2, \tag{3.15}
\end{align*}
$$

see 3.12. For three-phase contact angle $\alpha=90^{\circ}$, i.e. the center of the coordinate system coincides with the center of the particle, one gets

$$
\begin{align*}
v_{m r}^{s t} & =-\frac{3 V}{4} \cdot \frac{R z^{2} \sin \varphi}{\left(r^{2}+z^{2}\right)^{3 / 2}}\left(1-\frac{R^{2}}{r^{2}+z^{2}}\right)+\frac{V}{2} \cdot \frac{R \sin \varphi}{\left(r^{2}+z^{2}\right)^{1 / 2}}\left(\frac{1}{3}-\frac{R^{2}}{r^{2}+z^{2}}\right),  \tag{3.16}\\
v_{m \varphi}^{s t} & =\frac{V}{4} \cdot \frac{R^{3} \cos \varphi}{\left(r^{2}+z^{2}\right)^{3 / 2}}+\frac{3 V}{4} \cdot \frac{R \cos \varphi}{\left(r^{2}+z^{2}\right)^{1 / 2}},  \tag{3.17}\\
v_{m z}^{s t} & =-\frac{3 V}{4} \cdot \frac{R^{3} r z \sin \varphi}{\left(r^{2}+z^{2}\right)^{5 / 2}}+\frac{3 V}{4} \cdot \frac{R r z \sin \varphi}{\left(r^{2}+z^{2}\right)^{3 / 2}},  \tag{3.18}\\
p_{m}^{s t} & =\frac{3 V \eta_{m}}{2 R} \cdot \frac{R^{2} r \sin \varphi}{\left(r^{2}+z^{2}\right)^{3 / 2}}, \tag{3.19}
\end{align*}
$$

for both phases. Note that these equations give the exact solution of our problem both for equal or different viscosities of the fluid phases in the case of $\alpha=90^{\circ}$. We shall prove this statement in the next lines. First, the kinematic boundary conditions (3.4) hold true. Second, the dynamic boundary condition $\sqrt{3.9}$ acquires the form:

$$
\begin{equation*}
\eta_{1}\left(-\left.\mathbf{e}_{\varphi} \frac{\partial v_{1 r}}{\partial z}\right|_{z=0}+\left.\mathbf{e}_{r} \frac{\partial v_{1 \varphi}}{\partial z}\right|_{z=0}\right)=\eta_{2}\left(-\left.\mathbf{e}_{\varphi} \frac{\partial v_{2 r}}{\partial z}\right|_{z=0}+\left.\mathbf{e}_{r} \frac{\partial v_{2 \varphi}}{\partial z}\right|_{z=0}\right) . \tag{3.20}
\end{equation*}
$$

Due to the facts

$$
\begin{equation*}
\left.\frac{\partial v_{m r}}{\partial z}\right|_{z=0}=0,\left.\frac{\partial v_{m \varphi}}{\partial z}\right|_{z=0}=0, m=1,2 \tag{3.21}
\end{equation*}
$$

we conclude that the dynamic boundary condition 3.9 holds true.

### 3.4 Dimensionless formulation of the problem

The dimensionless form of the problem is obtained by introducing the following new variables:

$$
\begin{align*}
\bar{x} & =\frac{x}{r_{c}}, \bar{y}=\frac{y}{r_{c}}, \bar{z}=\frac{z}{r_{c}}, \bar{\rho}=\frac{\rho}{r_{c}}, \bar{\nabla}=r_{c} \nabla, \bar{\nabla}^{2}=r_{c}^{2} \nabla^{2}  \tag{3.22}\\
\overline{\mathbf{v}}_{m} & =\frac{\mathbf{v}_{m}}{V}, \bar{p}_{m}=\frac{r_{c} p_{m}}{\eta_{m} V}, \mu_{m}=\frac{\eta_{m}}{\eta_{1}+\eta_{2}}, m=1,2 . \tag{3.23}
\end{align*}
$$

Then, by substituting Eqs. (3.22) and (3.23) in the considered problem (3.1) (3.4) and (3.9), we obtain the respective Stokes problem

$$
\begin{align*}
& \bar{\nabla} \cdot \overline{\mathbf{v}}_{m}=0, m=1,2  \tag{3.24}\\
& \bar{\nabla} \bar{p}_{m}=\bar{\nabla}^{2} \overline{\mathbf{v}}_{m}, m=1,2 \tag{3.25}
\end{align*}
$$

with the following boundary conditions:

- no-slip boundary conditions:

$$
\begin{equation*}
\overline{\mathbf{v}}_{m}=\mathbf{e}_{y} \text { at } S_{\mathrm{p}}, m=1,2 \tag{3.26}
\end{equation*}
$$

- kinematic boundary conditions:

$$
\begin{equation*}
\overline{\mathbf{v}}_{1}=\overline{\mathbf{v}}_{2}, \overline{\mathbf{v}}_{1} \cdot \mathbf{e}_{z}=0, \overline{\mathbf{v}}_{2} \cdot \mathbf{e}_{z}=0 \text { at } \bar{z}=0 \tag{3.27}
\end{equation*}
$$

- dynamic boundary conditions:

$$
\begin{equation*}
\mu_{1} \frac{\partial \overline{\mathbf{v}}_{1}}{\partial \bar{z}} \times \mathbf{e}_{z}=\mu_{2} \frac{\partial \overline{\mathbf{v}}_{2}}{\partial \bar{z}} \times \mathbf{e}_{z} \text { at } \bar{z}=0 \tag{3.28}
\end{equation*}
$$

- boundary conditions at infinity:

$$
\begin{equation*}
\lim _{\bar{\rho} \rightarrow \infty} \overline{\mathbf{v}}_{m}=\mathbf{0}, \lim _{\bar{\rho} \rightarrow \infty} \bar{p}_{m}=0, m=1,2 \tag{3.29}
\end{equation*}
$$

For simplicity of notations, we shall skip the bars in the subsequent computations.

### 3.5 Transforming the model in a convenient form for numerical modelling

In the current section, we transform the model in a form, which is convenient for numerical modelling (see Fig. 3.2). First, the problem is reformulated, using the gauge method. The main idea of the method is to transform the original system, which consists of six secondorder and two first-order partial differential equations, to a system of eight elliptic partial differential equations. Secondly, we simplify the 3 D problem to the 2 D one, taking into account the fact that the considered problem contains only the first mode with respect to the Fourier transform. Next, the partial differential equations in the system are uncoupled by introducing new variables. Finally, a modification of the toroidal coordinates is used in order to transform the complex geometry of the problem into rectangles.

### 3.5.1 Gauge formulation of the problem

Solving the Navier-Stokes equations (and in particular the Stokes equations) is not a straight-forward task. In support of this thesis, Langtangen and coworkers [3.13] described the main issues that arise from using a naive approach for this problem and the most common numerical strategies to solve the problem. Generally speaking, the main challenge is to maintain the incompressibility constraint during the iterative processes 3.14. In order to solve this issue, we use the gauge formulation of the problem 3.15, 3.16, which introduces a vector, $\mathbf{w}_{m}$, and a scalar, $\xi_{m}$, potentials by using the following definition:

$$
\begin{equation*}
\mathbf{v}_{m}=\mathbf{w}_{m}-\nabla \xi_{m}, m=1,2 \tag{3.30}
\end{equation*}
$$

The substitution of the expression for the vector $\mathbf{v}_{m}$ 3.30 into the continuity equation (3.24) leads to the Poisson equation

$$
\begin{equation*}
\nabla^{2} \xi_{m}=\nabla \cdot \mathbf{w}_{m}, m=1,2 \tag{3.31}
\end{equation*}
$$

and into the momentum balance equation 3.25 - to the following:

$$
\begin{align*}
\nabla p_{m} & =\nabla^{2} \mathbf{v}_{m}=\nabla^{2}\left(\mathbf{w}_{m}-\nabla \xi_{m}\right)=\nabla^{2} \mathbf{w}_{m}-\nabla^{2}\left(\nabla \xi_{m}\right), m=1,2  \tag{3.32}\\
\nabla^{2} \mathbf{w}_{m} & =\nabla\left(p_{m}+\nabla^{2} \xi_{m}\right), m=1,2 \tag{3.33}
\end{align*}
$$



Figure 3.2: Schematic representation of the transformations, which are applied to the considered problem

Taking into account that the definition 3.30 introduces four new variables and gives only three equations between them, one adds the constraint

$$
\begin{equation*}
p_{m}=-\nabla^{2} \xi_{m}, m=1,2 \tag{3.34}
\end{equation*}
$$

which leads to a significant simplification of the momentum balance equation:

$$
\begin{equation*}
\nabla^{2} \mathbf{w}_{m}=0, m=1,2 \tag{3.35}
\end{equation*}
$$

Thus, the Stokes problem (3.24), (3.25) is reduced to a well-defined system of elliptic partial differential equations (3.31), (3.35). Moreover, the vector equation 3.35) could be solved separately and, then, one could obtain $\xi_{m}$ from Eq. 3.31. Finally, one obtains $\mathbf{v}_{m}$ and $p_{m}$, using 3.30 and 3.34 . The main disadvantage of the gauge method is that the reformulation of the problem increases the number of degrees of freedom and additional self-consistent boundary conditions for the vector and scalar potential have to be added to the problem. In our case, we specify the following additional boundary conditions:

$$
\begin{align*}
\xi_{m} & =0 \text { at } S_{p}, m=1,2  \tag{3.36}\\
\xi_{1} & =\xi_{2}, \mu_{1} \frac{\partial \xi_{1}}{\partial z}=\mu_{2} \frac{\partial \xi_{2}}{\partial z} \text { at } z=0 \tag{3.37}
\end{align*}
$$

Note that Eq. (3.36) has already been used in the literature [3.15, while Eq. (3.37) is original to our knowledge. Moreover, the boundary conditions match the physical picture and they simplify significantly the form of the kinematic and dynamic boundary conditions
in cylindrical coordinates, see Eqs. 3.44-3.45. This formulation of the problem has two important advantages from numerical viewpoint. First, the problem consists of eight elliptic partial differential equations with well-defined boundary conditions. Second, all vector and scalar potentials are regular functions of $r$ and $z$ in the closed numerical domains, including the three-phase contact line. The pressure functions is possible to have weak singularities at the three-phase contact line for some values of the central angles and viscosities, while the vector and scalar potentials do not.

### 3.5.2 From three-dimensional to two-dimensional problem

Next, we introduce a cylindrical coordinate system $r, \varphi$, and $z$ with unit basis vectors $\mathbf{e}_{r}$, $\mathbf{e}_{\varphi}$ and $\mathbf{e}_{z}$ (see Fig. 3.1). In it, the problem in terms of vector and scalar potentials, Eqs. (3.31), (3.35), has the following coordinate form:

$$
\begin{align*}
& \frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial w_{m r}}{\partial r}\right)+\frac{1}{r^{2}} \frac{\partial^{2} w_{m r}}{\partial \varphi^{2}}+\frac{\partial^{2} w_{m r}}{\partial z^{2}}-\frac{2}{r^{2}} \frac{\partial w_{m \varphi}}{\partial \varphi}-\frac{w_{m r}}{r^{2}}=0, m=1,2  \tag{3.38}\\
& \frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial w_{m \varphi}}{\partial r}\right)+\frac{1}{r^{2}} \frac{\partial^{2} w_{m \varphi}}{\partial \varphi^{2}}+\frac{\partial^{2} w_{m \varphi}}{\partial z^{2}}+\frac{2}{r^{2}} \frac{\partial w_{m r}}{\partial \varphi}-\frac{w_{m \varphi}}{r^{2}}=0, m=1,2  \tag{3.39}\\
& \frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial w_{m z}}{\partial r}\right)+\frac{1}{r^{2}} \frac{\partial^{2} w_{m z}}{\partial \varphi^{2}}+\frac{\partial^{2} w_{m z}}{\partial z^{2}}=0, m=1,2  \tag{3.40}\\
& \frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial \xi_{m}}{\partial r}\right)+\frac{1}{r^{2}} \frac{\partial^{2} \xi_{m}}{\partial \varphi^{2}}+\frac{\partial^{2} \xi_{m}}{\partial z^{2}}=\frac{1}{r} \frac{\partial\left(r w_{m r}\right)}{\partial r}+\frac{1}{r} \frac{\partial w_{m \varphi}}{\partial \varphi}+\frac{\partial w_{m z}}{\partial z}, m=1,2 \tag{3.41}
\end{align*}
$$

see Eqs. S.350- S .352 in the Supplementary Material S. Next, we obtain the form of the boundary conditions in cylindrical coordinates as follows:

- No-slip boundary conditions. For the no-slip boundary conditions 3.26 , one gets

$$
\begin{equation*}
\sin \varphi \mathbf{e}_{r}+\cos \varphi \mathbf{e}_{\varphi}=\mathbf{v}_{m}=\mathbf{w}_{m}-\nabla \xi_{m}, m=1,2 \tag{3.42}
\end{equation*}
$$

see Eqs. 3.30 , $(\mathrm{S.342})-(\mathrm{S.344})$ in the Supplementary Material S. Then, the coordinate form of Eq. (3.42) is

$$
\begin{equation*}
w_{m r}-\frac{\partial \xi_{m}}{\partial r}=\sin \varphi, w_{m \varphi}-\frac{1}{r} \frac{\partial \xi_{m}}{\partial \varphi}=\cos \varphi, w_{m z}-\frac{\partial \xi_{m}}{\partial z}=0, m=1,2 \tag{3.43}
\end{equation*}
$$

see Eq. S.348 in Supplementary material S.

- Kinematic boundary conditions. Using Eq. (3.30), the kinematic boundary condition $\mathbf{v}_{1}=\mathbf{v}_{2}$, see Eq. (3.27), acquires the form

$$
\begin{equation*}
\mathbf{w}_{1}-\nabla \xi_{1}=\mathbf{w}_{2}-\nabla \xi_{2} . \tag{3.44}
\end{equation*}
$$

Then, one gets the form of the kinematic boundary conditions along the $r$ direction:

$$
\begin{equation*}
w_{1 r}=w_{1 r}-\frac{\partial \xi_{1}}{\partial r}=w_{2 r}-\frac{\partial \xi_{2}}{\partial r}=w_{2 r} \tag{3.45}
\end{equation*}
$$

see Eq. 3.37). Analogously, the kinematic boundary conditions along the $\varphi$ - and $z-$ directions acquire the form

$$
\begin{equation*}
w_{1 \varphi}=w_{2 \varphi}, w_{1 z}-\frac{\partial \xi_{1}}{\partial z}=0, w_{2 z}-\frac{\partial \xi_{2}}{\partial z}=0 \text { at } z=0 \tag{3.46}
\end{equation*}
$$

see Eq. 3.27.

- Dynamic boundary conditions. First, we simplify the expression $\frac{\partial \mathbf{v}_{m}}{\partial z} \times \mathbf{e}_{z}$ as follows:

$$
\begin{align*}
\frac{\partial \mathbf{v}_{m}}{\partial z} \times \mathbf{e}_{z} & =-\frac{\partial v_{m r}}{\partial z} \mathbf{e}_{\varphi}+\frac{\partial v_{m \varphi}}{\partial z} \mathbf{e}_{r} \\
& =-\left(\frac{\partial w_{m r}}{\partial z}-\frac{\partial^{2} \xi_{m}}{\partial r \partial z}\right) \mathbf{e}_{\varphi}+\left(\frac{\partial w_{m \varphi}}{\partial z}-\frac{1}{r} \frac{\partial^{2} \xi_{m}}{\partial \varphi \partial z}\right) \mathbf{e}_{r}, m=1,2 \tag{3.47}
\end{align*}
$$

see Eqs. (3.30, (S.348). Using Eqs. 3.9, (3.37, 3.47, we obtain the following coordinate form of the dynamic boundary conditions 3.9):

$$
\begin{equation*}
\mu_{1} \frac{\partial w_{1 r}}{\partial z}=\mu_{2} \frac{\partial w_{2 r}}{\partial z}, \mu_{1} \frac{\partial w_{1 \varphi}}{\partial z}=\mu_{2} \frac{\partial w_{2 \varphi}}{\partial z} . \tag{3.48}
\end{equation*}
$$

- Boundary conditions at infinity. From the Stokes solution 3.12)- 3.15, one obtains the following expressions for the dimensionless gauge scalar and vector potentials:

$$
\begin{align*}
w_{m r}^{s t} & =-\frac{3}{2 \sin ^{3} \alpha} \frac{(z-\cot \alpha)^{2} \sin \varphi}{\left[r^{2}+(z-\cot \alpha)^{2}\right]^{5 / 2}}+\frac{1}{\sin ^{3} \alpha} \frac{\sin \varphi}{\left[r^{2}+(z-\cot \alpha)^{2}\right]^{3 / 2}} \\
& +\frac{3}{2 \sin \alpha} \frac{\sin \varphi}{\left[r^{2}+(z-\cot \alpha)^{2}\right]^{1 / 2}},  \tag{3.49}\\
w_{m \varphi}^{s t} & =-\frac{1}{2 \sin ^{3} \alpha} \frac{\cos \varphi}{\left[r^{2}+(z-\cot \alpha)^{2}\right]^{3 / 2}}+\frac{3}{2 \sin \alpha} \frac{\cos \varphi}{\left[r^{2}+(z-\cot \alpha)^{2}\right]^{1 / 2}},  \tag{3.50}\\
w_{m z}^{s t} & =\frac{3}{2 \sin ^{3} \alpha} \frac{r(z-\cot \alpha) \sin \varphi}{\left[r^{2}+(z-\cot \alpha)^{2}\right]^{5 / 2}},  \tag{3.51}\\
\xi_{m}^{s t} & =\frac{3}{4 \sin \alpha} \frac{r \sin \varphi}{\left[r^{2}+(z-\cot \alpha)^{2}\right]^{1 / 2}}-\frac{3}{4 \sin ^{3} \alpha} \frac{r \sin \varphi}{\left[r^{2}+(z-\cot \alpha)^{2}\right]^{3 / 2}} \tag{3.52}
\end{align*}
$$

for both phases $(m=1,2)$. Note that the vector potential vanishes at large distances from the particle surface, while the scalar potential has the following finite value:

$$
\begin{equation*}
\xi_{m}^{s t} \rightarrow \frac{3 \sin \varphi}{4 \sin \alpha} \text { at } r \rightarrow \infty \text { and } z=\text { const, } m=1,2 \tag{3.53}
\end{equation*}
$$

- Additional boundary conditions. The additional boundary conditions have the same form as Eqs. (3.36), 3.37).

In cylindrical coordinates $(r, \varphi, z)$, the Fourier expansion of the solution with respect to the polar angle, $\varphi$, contains only the first Fourier mode [3.1, 3.11. Thus, the components of the vector and scalar potentials can be presented as

$$
\begin{align*}
& w_{m r}=a_{m r}(r, z) \sin \varphi, w_{m \varphi}=a_{m \varphi}(r, z) \cos \varphi, m=1,2  \tag{3.54}\\
& w_{m z}=a_{m z}(r, z) \sin \varphi, \xi_{m}=b_{m}(r, z) \sin \varphi, m=1,2 \tag{3.55}
\end{align*}
$$

where $a_{m r}, a_{m \varphi}, a_{m z}$ and $b_{m}$ are the amplitudes of the Fourier modes of the general solution. Therefore, the three-dimensional problem is reduced to the following two-dimensional system
of eight partial differential equations in cylindrical coordinates:

$$
\begin{align*}
& \frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial a_{m r}}{\partial r}\right)+\frac{\partial^{2} a_{m r}}{\partial z^{2}}-\frac{2 a_{m r}}{r^{2}}+\frac{2 a_{m \varphi}}{r^{2}}=0, m=1,2  \tag{3.56}\\
& \frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial a_{m \varphi}}{\partial r}\right)+\frac{\partial^{2} a_{m \varphi}}{\partial z^{2}}+\frac{2 a_{m r}}{r^{2}}-\frac{2 a_{m \varphi}}{r^{2}}=0, m=1,2  \tag{3.57}\\
& \frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial a_{m z}}{\partial r}\right)+\frac{\partial^{2} a_{m z}}{\partial z^{2}}-\frac{a_{m z}}{r^{2}}=0, m=1,2  \tag{3.58}\\
& \frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial b_{m}}{\partial r}\right)+\frac{\partial^{2} b_{m}}{\partial z^{2}}-\frac{b_{m}}{r^{2}}=\frac{1}{r} \frac{\partial}{\partial r}\left(r a_{m r}\right)-\frac{a_{m \varphi}}{r}+\frac{\partial a_{m z}}{\partial z}, m=1,2 \tag{3.59}
\end{align*}
$$

The system is closed with the respective boundary conditions for the amplitudes of the first Fourier modes, i.e.

- Boundary conditions at the particle surface (see Eqs. 3.43) and (3.36):

$$
\begin{align*}
& a_{m r}-\frac{\partial b_{m}}{\partial r}=1, a_{m z}-\frac{\partial b_{m}}{\partial z}=0 \text { at } S_{p}, m=1,2  \tag{3.60}\\
& b_{m}=0, a_{m \varphi}=a_{m \varphi}-\frac{b_{m}}{r}=1 \text { at } S_{p}, m=1,2 \tag{3.61}
\end{align*}
$$

- Kinematic boundary conditions and condition for equality of the scalar potentials at the fluid-fluid interface (see Eqs. (3.45, 3.46) and (3.37)):

$$
\begin{align*}
& a_{1 r}=a_{2 r}, a_{1 \varphi}=a_{2 \varphi}, b_{1}=b_{2} \text { at } z=0,  \tag{3.62}\\
& a_{m z}-\frac{\partial b_{m}}{\partial z}=0 \text { at } z=0, m=1,2 \tag{3.63}
\end{align*}
$$

- Dynamic boundary conditions and condition for the derivatives of the scalar potentials at the fluid-fluid interface (see Eqs. 3.48) and 3.37):

$$
\begin{equation*}
\mu_{1} \frac{\partial a_{1 r}}{\partial z}=\mu_{2} \frac{\partial a_{2 r}}{\partial z}, \mu_{1} \frac{\partial a_{1 \varphi}}{\partial z}=\mu_{2} \frac{\partial a_{2 \varphi}}{\partial z}, \mu_{1} \frac{\partial b_{1}}{\partial z}=\mu_{2} \frac{\partial b_{2}}{\partial z} \text { at } z=0 . \tag{3.64}
\end{equation*}
$$

- Boundary conditions at infinity: Vector potentials vanish at large distances from the particle surface, while the following relation:

$$
\begin{equation*}
b_{m}^{s t} \rightarrow \frac{3}{4 \sin \alpha} \text { at } r \rightarrow \infty \text { and } z=\text { const, } m=1,2 . \tag{3.65}
\end{equation*}
$$

holds for the scalar potentials.

### 3.5.3 Uncoupling the bulk equations of the problem

From numerical viewpoint, it is convenient to uncouple the bulk equations of the considered PDE system (3.56)-(3.59). Obviously, the third equation in the system, Eq. (3.58), is not related to the others. Next, adding Eqs. (3.56), (3.57), one gets

$$
\begin{equation*}
\frac{1}{r} \frac{\partial}{\partial r}\left[r \frac{\partial\left(a_{m r}+a_{m \varphi}\right)}{\partial r}\right]+\frac{\partial^{2}\left(a_{m r}+a_{m \varphi}\right)}{\partial z^{2}}=0, m=1,2 \tag{3.66}
\end{equation*}
$$

Analogously, subtracting Eq. (3.57) from Eq. (3.56), the following equation

$$
\begin{equation*}
\frac{1}{r} \frac{\partial}{\partial r}\left[r \frac{\partial\left(a_{m r}-a_{m \varphi}\right)}{\partial r}\right]+\frac{\partial^{2}\left(a_{m r}-a_{m \varphi}\right)}{\partial z^{2}}-\frac{4}{r^{2}}\left(a_{m r}-a_{m \varphi}\right)=0, m=1,2 \tag{3.67}
\end{equation*}
$$

holds true. Next, we shall reformulate Eq. (3.59) in two steps. First, we revise the first two terms of the right hand side of Eq. (3.59) as follows:

$$
\begin{align*}
\frac{1}{r} \frac{\partial}{\partial r}\left(r a_{m r}\right)-\frac{a_{m \varphi}}{r} & =\frac{a_{m r}}{r}-\frac{a_{m \varphi}}{r}+\frac{\partial a_{m r}}{\partial r}=\frac{1}{2}\left[\frac{\partial}{\partial r}\left(r \frac{\partial a_{m r}}{\partial r}\right)+\frac{\partial^{2}\left(r a_{m r}\right)}{\partial z^{2}}\right]+\frac{\partial a_{m r}}{\partial r} \\
& =\frac{1}{2}\left\{\frac{\partial}{\partial r}\left[\frac{\partial\left(r a_{m r}\right)}{\partial r}-a_{m r}\right]+\frac{\partial^{2}\left(r a_{m r}\right)}{\partial z^{2}}\right\}+\frac{\partial a_{m r}}{\partial r} \\
& =\frac{1}{2}\left\{\frac{r}{r} \frac{\partial}{\partial r}\left[\frac{\partial\left(r a_{m r}\right)}{\partial r}\right]+\frac{\partial^{2}\left(r a_{m r}\right)}{\partial z^{2}}\right\}+\frac{1}{2} \frac{\partial a_{m r}}{\partial r} \\
& =\frac{1}{2}\left\{\frac{1}{r} \frac{\partial}{\partial r}\left[r \frac{\partial\left(r a_{m r}\right)}{\partial r}\right]-\frac{1}{r} \frac{\partial\left(r a_{m r}\right)}{\partial r}+\frac{\partial^{2}\left(r a_{m r}\right)}{\partial z^{2}}\right\}+\frac{1}{2} \frac{\partial a_{m r}}{\partial r} \\
& =\frac{1}{2}\left\{\frac{1}{r} \frac{\partial}{\partial r}\left[r \frac{\partial\left(r a_{m r}\right)}{\partial r}\right]+\frac{\partial^{2}\left(r a_{m r}\right)}{\partial z^{2}}-\frac{r a_{m r}}{r^{2}}\right\}, m=1,2 \tag{3.68}
\end{align*}
$$

see Eq. (3.56). Second, we find an appropriate expression for the last term in the right hand side of Eq. (3.59):

$$
\begin{align*}
\frac{\partial a_{m z}}{\partial z} & =\frac{z}{2}\left[\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial a_{m z}}{\partial r}\right)+\frac{\partial^{2} a_{m z}}{\partial z^{2}}-\frac{a_{m z}}{r^{2}}\right]+\frac{\partial a_{m z}}{\partial z} \\
& =\frac{1}{2}\left\{\frac{1}{r} \frac{\partial}{\partial r}\left[r \frac{\partial\left(z a_{m z}\right)}{\partial r}\right]+z \frac{\partial^{2} a_{m z}}{\partial z^{2}}-\frac{a_{m z} z}{r^{2}}\right\}+\frac{\partial a_{m z}}{\partial z} \\
& =\frac{1}{2}\left\{\frac{1}{r} \frac{\partial}{\partial r}\left[r \frac{\partial\left(z a_{m z}\right)}{\partial r}\right]+\frac{\partial}{\partial z}\left(z \frac{\partial a_{m z}}{\partial z}\right)-\frac{\partial a_{m z}}{\partial z}-\frac{z a_{m z}}{r^{2}}\right\}+\frac{\partial a_{m z}}{\partial z} \\
& =\frac{1}{2}\left\{\frac{1}{r} \frac{\partial}{\partial r}\left[r \frac{\partial\left(z a_{m z}\right)}{\partial r}\right]+\frac{\partial^{2}\left(z a_{m z}\right)}{\partial z^{2}}-2 \frac{\partial a_{m z}}{\partial z}-\frac{z a_{m z}}{r^{2}}\right\}+\frac{\partial a_{m z}}{\partial z} \\
& =\frac{1}{2}\left\{\frac{1}{r} \frac{\partial}{\partial r}\left[r \frac{\partial\left(z a_{m z}\right)}{\partial r}\right]+\frac{\partial^{2}\left(z a_{m z}\right)}{\partial z^{2}}-\frac{z a_{m z}}{r^{2}}\right\}, m=1,2 \tag{3.69}
\end{align*}
$$

using Eq. (3.58). Substituting Eqs. (3.68), 3.69) in (3.59), we obtain

$$
\begin{align*}
\frac{1}{r} \frac{\partial}{\partial r}\left[r \frac{\partial}{\partial r}\left(b_{m}-\frac{r a_{m r}}{2}-\frac{z a_{m z}}{2}\right)\right] & +\frac{\partial^{2}}{\partial z^{2}}\left(b_{m}-\frac{r a_{m r}}{2}-\frac{z a_{m z}}{2}\right) \\
& -\frac{2 b_{m}-r a_{m r}-z a_{m z}}{2 r^{2}}=0, m=1,2 \tag{3.70}
\end{align*}
$$

Then, instead of solving Eqs. (3.56, (3.57, (3.58) and (3.59) with respect to $a_{m r}, a_{m \varphi}$, $a_{m z}$ and $b_{m}$, one could obtain the solution of the problem by solving Eqs. (3.66), (3.67), 3.58 and 3.70 with respect to the following new variables:

$$
\begin{align*}
& u_{m 0}=\frac{1}{4}\left(a_{m r}+a_{m \varphi}\right), u_{m 1}=\frac{1}{2} a_{m z}, u_{m 2}=\frac{1}{4}\left(a_{m r}-a_{m \varphi}\right), m=1,2  \tag{3.71}\\
& b_{m 1}=b_{m}-\frac{1}{2}\left(r a_{m r}+z a_{m z}\right), m=1,2 \tag{3.72}
\end{align*}
$$
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Using the new variables (3.71) and 3.72, the problem is considerably simplify to the following homogeneous system of uncoupled partial differential equations:

$$
\begin{equation*}
L_{0}\left[u_{m 0}\right]=0, L_{1}\left[u_{m 1}\right]=0, L_{2}\left[u_{m 2}\right]=0, L_{1}\left[b_{m 1}\right]=0, m=1,2 \tag{3.73}
\end{equation*}
$$

where the dimensionless Laplace operators $L_{n}$ have the following form:

$$
\begin{equation*}
L_{n}[u]=\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial u}{\partial r}\right)+\frac{\partial^{2} u}{\partial z^{2}}-\frac{n^{2} u}{r^{2}}, n=0,1,2 \tag{3.74}
\end{equation*}
$$

Using the inverse transformations

$$
\begin{align*}
a_{m r} & =2\left(u_{m 0}+u_{m 2}\right), a_{m \varphi}=2\left(u_{m 0}-u_{m 2}\right), a_{m z}=2 u_{m 1}, m=1,2  \tag{3.75}\\
b_{m} & =b_{m 1}+r\left(u_{m 0}+u_{m 2}\right)+z u_{m 1}, m=1,2 \tag{3.76}
\end{align*}
$$

one obtains the boundary conditions of the problem in the terms of the new variables:

- Boundary conditions at the particle surface (see Eqs. 3.60 and 3.61)):

$$
\begin{align*}
& 2\left(u_{m 0}+u_{m 2}\right)-\frac{\partial}{\partial r}\left[b_{m 1}+r\left(u_{m 0}+u_{m 2}\right)+z u_{m 1}\right]=1 \text { at } S_{p}, m=1,2,  \tag{3.77}\\
& 2 u_{m 1}-\frac{\partial}{\partial z}\left[b_{m 1}+r\left(u_{m 0}+u_{m 2}\right)+z u_{m 1}\right]=0 \text { at } S_{p}, m=1,2  \tag{3.78}\\
& u_{m 0}-u_{m 2}=\frac{1}{2}, b_{m 1}+r\left(u_{m 0}+u_{m 2}\right)+z u_{m 1}=0 \text { at } S_{p}, m=1,2 \tag{3.79}
\end{align*}
$$

- Kinematic boundary conditions and condition for equality of the scalar potentials at the fluid-fluid interface $z=0$. Substituting Eq. (3.75) in the kinematic boundary conditions 3.62 , one obtains

$$
\begin{align*}
& u_{10}+u_{12}=u_{20}+u_{22} \text { at } z=0  \tag{3.80}\\
& u_{10}-u_{12}=u_{20}-u_{22} \text { at } z=0 . \tag{3.81}
\end{align*}
$$

Adding Eq. (3.80 to Eq. (3.81) and subtracting Eq. 3.81) from Eq. 3.80, we conclude that

$$
\begin{equation*}
u_{10}=u_{20}, u_{12}=u_{22} \text { at } z=0 \tag{3.82}
\end{equation*}
$$

Next, one obtains the form of the boundary condition $b_{1}=b_{2}$ at $z=0$ :

$$
\begin{align*}
b_{11}+r\left(u_{10}+u_{12}\right) & =b_{21}+r\left(u_{20}+u_{22}\right) \text { at } z=0,  \tag{3.83}\\
b_{11} & =b_{21} \text { at } z=0, m=1,2, . \tag{3.84}
\end{align*}
$$

see Eqs. 3.62 and 3.82. Finally, we conclude that the boundary condition Eq. (3.63) is transformed as

$$
\begin{equation*}
u_{m 1}-\frac{\partial b_{m 1}}{\partial z}-r \frac{\partial}{\partial z}\left(u_{m 0}+u_{m 2}\right)=0 \text { at } z=0, m=1,2 \tag{3.85}
\end{equation*}
$$

using the derivative $\partial b_{m} / \partial z$ at $z=0$ :

$$
\begin{equation*}
\frac{\partial b_{m}}{\partial z}=\frac{\partial b_{m 1}}{\partial z}+r \frac{\partial}{\partial z}\left(u_{m 0}+u_{m 2}\right)+u_{m 1} \text { at } z=0 . \tag{3.86}
\end{equation*}
$$

## - Dynamic boundary conditions and condition for the derivatives of the

 scalar potentials at the fluid-fluid interface. Analogously to the derivation of the kinematic boundary conditions 3.62 , we obtain the following form of the dynamic boundary conditions in the terms of the new variables:$$
\begin{equation*}
\mu_{1} \frac{\partial u_{10}}{\partial z}=\mu_{2} \frac{\partial u_{20}}{\partial z}, \mu_{1} \frac{\partial u_{12}}{\partial z}=\mu_{2} \frac{\partial u_{22}}{\partial z} \text { at } z=0 \tag{3.87}
\end{equation*}
$$

Finally, we write the additional condition for the derivatives of scalar potentials in terms of the new variables

$$
\begin{equation*}
\mu_{1} \frac{\partial b_{11}}{\partial z}+\mu_{1} u_{11}=\mu_{2} \frac{\partial b_{21}}{\partial z}+\mu_{2} u_{21} \text { at } z=0 \tag{3.88}
\end{equation*}
$$

see Eqs. (3.87) and (3.86). Using Eqs. (3.75), (3.63) and (3.64), we conclude that

$$
\begin{equation*}
2 \mu_{1} u_{11}=\mu_{1} a_{1 z}=\mu_{1} \frac{\partial b_{1}}{\partial z}=\mu_{2} \frac{\partial b_{2}}{\partial z}=\mu_{2} a_{2 z}=2 \mu_{2} u_{21} \text { at } z=0 \tag{3.89}
\end{equation*}
$$

Then, the boundary condition 3.64 acquires the form:

$$
\begin{equation*}
\mu_{1} \frac{\partial b_{11}}{\partial z}=\mu_{2} \frac{\partial b_{21}}{\partial z} \text { at } z=0 \tag{3.90}
\end{equation*}
$$

see Eqs. 3.88 and 3.89.

- Boundary conditions at infinity: Potentials vanish at large distances from the particle surface because

$$
\begin{equation*}
b_{m 1}^{s t}=\lim _{r \rightarrow \infty} b_{m 1}=\lim _{r \rightarrow \infty}\left[b_{m}-\frac{1}{2}\left(\frac{r w_{m r}}{\sin \varphi}+z \frac{w_{m z}}{\sin \varphi}\right)\right]=\frac{3}{4 \sin \alpha}-\frac{3}{4 \sin \alpha}=0 \tag{3.91}
\end{equation*}
$$

see Eqs. (3.49), (3.51) and (3.65).

### 3.5.4 Formulation of the problem in toroidal coordinates

To construct an efficient numerical scheme, the complex geometry of the problem (Fig. 3.3) is transformed into rectangles (Fig. 3.4), introducing modified toroidal coordinates $\tau$ and $\sigma$ as follows:

$$
\begin{equation*}
r=\frac{1-\tau^{2}}{h}, z=\frac{2 \tau \sin \sigma}{h} \tag{3.92}
\end{equation*}
$$

where $h(\tau, \sigma)=1+\tau^{2}-2 \tau \cos \sigma$ is the normalized metric coefficient (see Section S.5.5).
The axis of revolution corresponds to $\tau=1$ and the three-phase contact line - to the pole, $A_{+}$, where $\tau=0$. The position of the fluid-fluid interface in toroidal coordinates is described by the equation $\sigma=0$, while that of the particle surface - by $\sigma=\alpha_{m}, m=1,2$, where $\alpha_{m}$ is defined as

$$
\alpha_{m}=\left\{\begin{array}{ll}
\alpha, & \text { at the upper part of the particle, }  \tag{3.93}\\
\alpha-\pi, & \text { at the lower part of the particle. }
\end{array},\right.
$$

see Fig. 3.1 The derivatives of the toroidal coordinates with respect to the radial and


Figure 3.3: Toroidal coordinate $\tau$ and $\sigma$, which are convenient for numerical calculations. The position of the contact line coincides with the pole, $A_{+}$; the fluid-fluid interface corresponds to $\sigma=0$, the upper particle surface - to $\sigma=\alpha$, and the lower one - to $\sigma=\alpha-\pi$.


Figure 3.4: Rectangular numerical domain in toroidal coordinates.
vertical coordinates are

$$
\begin{array}{ll}
\frac{\partial \sigma}{\partial r}=-\frac{\left(1-\tau^{2}\right) \sin \sigma}{2 \tau}, & \frac{\partial \tau}{\partial r}=\frac{\left(1+\tau^{2}\right) \cos \sigma-2 \tau}{2} \\
\frac{\partial \sigma}{\partial z}=\frac{\left(1+\tau^{2}\right) \cos \sigma-2 \tau}{2 \tau}, & \frac{\partial \tau}{\partial z}=\frac{\left(1-\tau^{2}\right) \sin \sigma}{2} \tag{3.95}
\end{array}
$$

see Eqs. S.315 S.318 in the Supplementary Material S. Then, we obtain the following expressions for the partial derivatives with respect to $r$ and $z$ :

$$
\begin{align*}
\frac{\partial}{\partial r} & =\frac{\partial \sigma}{\partial r} \frac{\partial}{\partial \sigma}+\frac{\partial \tau}{\partial r} \frac{\partial}{\partial \tau}=-\frac{\left(1-\tau^{2}\right) \sin \sigma}{2 \tau} \frac{\partial}{\partial \sigma}+\frac{\left(1+\tau^{2}\right) \cos \sigma-2 \tau}{2} \frac{\partial}{\partial \tau}  \tag{3.96}\\
\frac{\partial}{\partial z} & =\frac{\partial \sigma}{\partial z} \frac{\partial}{\partial \sigma}+\frac{\partial \tau}{\partial z} \frac{\partial}{\partial \tau}=\frac{\left(1+\tau^{2}\right) \cos \sigma-2 \tau}{2 \tau} \frac{\partial}{\partial \sigma}+\frac{\left(1-\tau^{2}\right) \sin \sigma}{2} \frac{\partial}{\partial \tau} \tag{3.97}
\end{align*}
$$

Substituting the expressions for the vector and scalar potentials (3.54) and (3.55) in the general form for Laplacian in toroidal coordinates, Eq. S.379, one obtains the following expressions for the Laplace operators, $L_{n},(n=0,1,2)$, in toroidal coordinates:

$$
\begin{equation*}
L_{n}[u]=\frac{h^{3}}{4 \tau\left(1-\tau^{2}\right)} \frac{\partial}{\partial \tau}\left[\frac{\tau\left(1-\tau^{2}\right)}{h} \frac{\partial u}{\partial \tau}\right]+\frac{h^{3}}{4 \tau^{2}} \frac{\partial}{\partial \sigma}\left(\frac{1}{h} \frac{\partial u}{\partial \sigma}\right)-\frac{n^{2} h^{2}}{\left(1-\tau^{2}\right)^{2}} u, n=0,1,2 \tag{3.98}
\end{equation*}
$$

The functions in the system of partial differential equations are dependent on each other because of the boundary conditions.

## Boundary conditions at the particle surface

Using the fact

$$
\begin{align*}
\left.\frac{\partial b_{m}}{\partial \tau}\right|_{\sigma=\alpha_{m}} & =\lim _{\Delta \tau \rightarrow 0} \frac{b_{m}\left(\alpha_{m}, \tau+\Delta \tau\right)-b_{m}\left(\alpha_{m}, \tau\right)}{\Delta \tau} \\
& =\lim _{\Delta \tau \rightarrow 0} \frac{0-0}{\Delta \tau}=0 \text { at } S_{p}, \quad m=1,2 \tag{3.99}
\end{align*}
$$

we conclude that the boundary conditions (3.77) and (3.78) in toroidal coordinates have the form:

$$
\begin{align*}
& u_{m 2}+\frac{\left(1-\tau^{2}\right) \sin \sigma}{8 \tau} \frac{\partial b_{m}}{\partial \sigma}=0 \text { at } S_{p}, m=1,2  \tag{3.100}\\
& u_{m 1}-\frac{\left(1+\tau^{2}\right) \cos \sigma-2 \tau}{4 \tau} \frac{\partial b_{m}}{\partial \sigma}=0 \text { at } S_{p}, m=1,2 \tag{3.101}
\end{align*}
$$

see Eq. 3.79. Then, one eliminates $\partial b_{m} \partial \sigma$ from Eq. 3.101) and the boundary condition (3.78) is replaced by the following:

$$
\begin{equation*}
2\left[\left(1+\tau^{2}\right) \cos \sigma-2 \tau\right] u_{m 2}+\left[\left(1-\tau^{2}\right) \sin \sigma\right] u_{m 1}=0 \text { at } S_{p}, m=1,2 \tag{3.102}
\end{equation*}
$$

In Eq. 3.100, we substitute $b_{m}$ with the respective expression in toroidal coordinates and obtain

$$
\begin{equation*}
u_{m 2}+\frac{\left(1-\tau^{2}\right) \sin \sigma}{8 \tau} \frac{\partial}{\partial \sigma}\left[b_{m 1}+\frac{1-\tau^{2}}{h}\left(u_{m 0}+u_{m 2}\right)+\frac{2 \tau \sin \sigma}{h} u_{m 1}\right]=0 \tag{3.103}
\end{equation*}
$$

## Boundary conditions at the fluid-fluid interface

At the fluid-fluid interface $(\sigma=0)$, the partial derivative with respect to $z$ could be simplified considerably as follows:

$$
\begin{equation*}
\left.\frac{\partial}{\partial z}\right|_{\sigma=0}=\left.\frac{\partial \sigma}{\partial z}\right|_{\sigma=0} \frac{\partial}{\partial \sigma}+\left.\frac{\partial \tau}{\partial z}\right|_{\sigma=0} \frac{\partial}{\partial \tau}=\frac{(1-\tau)^{2}}{2 \tau} \frac{\partial}{\partial \sigma} \tag{3.104}
\end{equation*}
$$

see Eq. (3.97). Then, we obtain the form of the boundary condition (3.85) in toroidal coordinates:

$$
\begin{equation*}
u_{m 1}-\frac{(1-\tau)^{2}}{2 \tau} \frac{\partial b_{m 1}}{\partial \sigma}-\frac{1-\tau^{2}}{1+\tau^{2}-2 \tau} \frac{(1-\tau)^{2}}{2 \tau} \frac{\partial}{\partial \sigma}\left(u_{m 0}+u_{m 2}\right)=0, m=1,2 \tag{3.105}
\end{equation*}
$$

at $\sigma=0$. Moreover, the boundary conditions (3.87) and 3.90 have the form

$$
\begin{align*}
& \frac{(1-\tau)^{2}}{\tau}\left(\mu_{1} \frac{\partial u_{12}}{\partial \sigma}-\mu_{2} \frac{\partial u_{22}}{\partial \sigma}\right)=0, \frac{(1-\tau)^{2}}{\tau}\left(\mu_{1} \frac{\partial u_{10}}{\partial \sigma}-\mu_{2} \frac{\partial u_{20}}{\partial \sigma}\right)=0  \tag{3.106}\\
& \frac{(1-\tau)^{2}}{\tau}\left(\mu_{1} \frac{\partial b_{11}}{\partial \sigma}-\mu_{2} \frac{\partial b_{21}}{\partial \sigma}\right)=0 \tag{3.107}
\end{align*}
$$

## Boundary conditions at the axis of revolution

In order to close the problem in the rectangular region, we have to add boundary conditions at the axis of revolution and at the three-phase contact line. At the axis of revolution $(\tau=1)$, it follows from the definitions of the operators (3.98) and the form of the bulk equations (3.73) that the boundary conditions acquire the form

$$
\begin{align*}
\frac{\partial u_{m 0}}{\partial \tau} & =0, m=1,2  \tag{3.108}\\
u_{m 1} & =0, u_{m 2}=0, \quad b_{m 1}=0, m=1,2 . \tag{3.109}
\end{align*}
$$

We shall prove this statement in the next lines. In the case $n \neq 0$, the leading order of the Laplace operator $L_{n}$ for $\tau \rightarrow 1$ is

$$
\begin{equation*}
L_{n}[u]=-\frac{n^{2} h^{2}}{\left(1-\tau^{2}\right)^{2}} u+\cdots, n=0,1,2 \tag{3.110}
\end{equation*}
$$

see Eq. (3.98). Then, taking into account the form of the bulk equations (3.73), we conclude that Eqs. (3.109) hold true. In the case $n=0$, the leading order of the equation $L_{0}\left[u_{m 0}\right]=0$ for $\tau \rightarrow 1$ is

$$
\begin{equation*}
L_{0}\left[u_{m 0}\right]=-\frac{2 \tau^{2} h^{2}}{4 \tau\left(1-\tau^{2}\right)} \frac{\partial u_{m 0}}{\partial \tau}+\cdots=0, m=1,2 \tag{3.111}
\end{equation*}
$$

Then, we obtain Eq. 3.108.

## Boundary conditions at the three-phase contact line

In toroidal coordinates, the three phase contact line is a boundary of the numerical domain given by $\tau=0$ (see Fig. 3.3). Therefore, some boundary conditions have to be added on
it. If we use a similar method to that, presented in the previous section (for the axis of revolution), we obtain

$$
\begin{equation*}
\frac{\partial^{2} u_{m 0}}{\partial \sigma^{2}}=0, m=1,2 \tag{3.112}
\end{equation*}
$$

which is not useful boundary condition. Due to the fact that the point $A_{+}$(with cylindrical coordinates $r=1, z=0$ ) lies on the particle surface, we shall use the following two simple boundary conditions:

$$
\begin{equation*}
u_{m 0}-u_{m 2}=\frac{1}{2}, b_{m 1}+u_{m 0}+u_{m 2}=0, m=1,2 \tag{3.113}
\end{equation*}
$$

see equation 3.79 . They correspond to the no-slip boundary conditions for the velocity component $\varphi$ and the additional boundary condition on the particle surface. Therefore, in order to close the problem, we shall obtain boundary conditions for the $\tau$ - and $\sigma$-velocity components. Expressions for them in terms of velocity components $v_{m r}$ and $v_{m z}$ are presented below:

$$
\begin{align*}
& v_{m \tau}=\frac{\left(1+\tau^{2}\right) \cos \sigma-2 \tau}{h} v_{m r}+\frac{\left(1-\tau^{2}\right) \sin \sigma}{h} v_{m z}, m=1,2  \tag{3.114}\\
& v_{m \sigma}=-\frac{\left(1-\tau^{2}\right) \sin \sigma}{h} v_{m r}+\frac{\left(1+\tau^{2}\right) \cos \sigma-2 \tau}{h} v_{m z}, m=1,2 \tag{3.115}
\end{align*}
$$

see Eqs. S.375 and S.376 in the Supplementary Material S. Therefore, the respective expressions for the vector potential components are

$$
\begin{align*}
v_{m \tau} & =\frac{\left(1+\tau^{2}\right) \cos \sigma-2 \tau}{h} w_{m r}+\frac{\left(1-\tau^{2}\right) \sin \sigma}{h} w_{m z} \\
& -\frac{\left(1+\tau^{2}\right) \cos \sigma-2 \tau}{h} \frac{\partial \xi_{m}}{\partial r}-\frac{\left(1-\tau^{2}\right) \sin \sigma}{h} \frac{\partial \xi_{m}}{\partial z}, m=1,2  \tag{3.116}\\
v_{m \sigma} & =-\frac{\left(1-\tau^{2}\right) \sin \sigma}{h} w_{m r}+\frac{\left(1+\tau^{2}\right) \cos \sigma-2 \tau}{h} w_{m z} \\
& +\frac{\left(1-\tau^{2}\right) \sin \sigma}{h} \frac{\partial \xi_{m}}{\partial r}-\frac{\left(1+\tau^{2}\right) \cos \sigma-2 \tau}{h} \frac{\partial \xi_{m}}{\partial z}, m=1,2 \tag{3.117}
\end{align*}
$$

see Eq. S.348. Next, we simplify the sum of the last two terms in the expression for $v_{m \tau}$ as follows:

$$
\begin{align*}
- & \frac{\left(1+\tau^{2}\right) \cos \sigma-2 \tau}{h} \frac{\partial \xi_{m}}{\partial r}-\frac{\left(1-\tau^{2}\right) \sin \sigma}{h} \frac{\partial \xi_{m}}{\partial z} \\
= & -\left[\frac{\left(1+\tau^{2}\right) \cos \sigma-2 \tau}{h} \frac{\partial \sigma}{\partial r}+\frac{\left(1-\tau^{2}\right) \sin \sigma}{h} \frac{\partial \sigma}{\partial z}\right] \frac{\partial \xi_{m}}{\partial \sigma} \\
& -\left[\frac{\left(1+\tau^{2}\right) \cos \sigma-2 \tau}{h} \frac{\partial \tau}{\partial r}+\frac{\left(1-\tau^{2}\right) \sin \sigma}{h} \frac{\partial \tau}{\partial z}\right] \frac{\partial \xi_{m}}{\partial \tau} \\
= & -\left\{\frac{\left[\left(1+\tau^{2}\right) \cos \sigma-2 \tau\right]^{2}}{2 h}+\frac{\left[\left(1-\tau^{2}\right) \sin \sigma\right]^{2}}{2 h}\right\} \frac{\partial \xi_{m}}{\partial \tau}=-\frac{h}{2} \frac{\partial \xi_{m}}{\partial \tau}, m=1,2 \tag{3.118}
\end{align*}
$$

and those - for $v_{m \sigma}$ as follows:

$$
\begin{align*}
& \frac{\left(1-\tau^{2}\right) \sin \sigma}{h} \frac{\partial \xi_{m}}{\partial r}-\frac{\left(1+\tau^{2}\right) \cos \sigma-2 \tau}{h} \frac{\partial \xi_{m}}{\partial z} \\
&=+\left[\frac{\left(1-\tau^{2}\right) \sin \sigma}{h} \frac{\partial \sigma}{\partial r}-\frac{\left(1+\tau^{2}\right) \cos \sigma-2 \tau}{h} \frac{\partial \sigma}{\partial z}\right] \frac{\partial \xi_{m}}{\partial \sigma} \\
&+\left[\frac{\left(1-\tau^{2}\right) \sin \sigma}{h} \frac{\partial \tau}{\partial r}-\frac{\left(1+\tau^{2}\right) \cos \sigma-2 \tau}{h} \frac{\partial \tau}{\partial z}\right] \frac{\partial \xi_{m}}{\partial \tau} \\
&=-\left\{\frac{\left[\left(1+\tau^{2}\right) \cos \sigma-2 \tau\right]^{2}}{2 h \tau}+\frac{\left[\left(1-\tau^{2}\right) \sin \sigma\right]^{2}}{2 h \tau}\right\} \frac{\partial \xi_{m}}{\partial \sigma}=-\frac{h}{2 \tau} \frac{\partial \xi_{m}}{\partial \sigma}, m=1,2, \tag{3.119}
\end{align*}
$$

see Eqs. (3.94, (3.95 and (S.371). Using Eqs. 3.116) - 3.119, we obtain the following simplified expressions:

$$
\begin{align*}
& v_{m \tau}=\frac{\left(1+\tau^{2}\right) \cos \sigma-2 \tau}{h} w_{m r}+\frac{\left(1-\tau^{2}\right) \sin \sigma}{h} w_{m z}-\frac{h}{2} \frac{\partial \xi_{m}}{\partial \tau}, m=1,2,  \tag{3.120}\\
& v_{m \sigma}=-\frac{\left(1-\tau^{2}\right) \sin \sigma}{h} w_{m r}+\frac{\left(1+\tau^{2}\right) \cos \sigma-2 \tau}{h} w_{m z}-\frac{h}{2 \tau} \frac{\partial \xi_{m}}{\partial \sigma}, m=1,2 . \tag{3.121}
\end{align*}
$$

These expressions, written for the Fourier modes, are

$$
\begin{align*}
& v_{m \tau}=\left[\frac{\left(1+\tau^{2}\right) \cos \sigma-2 \tau}{h} a_{m r}+\frac{\left(1-\tau^{2}\right) \sin \sigma}{h} a_{m z}-\frac{h}{2} \frac{\partial b_{m}}{\partial \tau}\right] \sin \varphi, m=1,2,  \tag{3.122}\\
& v_{m \sigma}=\left[-\frac{\left(1-\tau^{2}\right) \sin \sigma}{h} a_{m r}+\frac{\left(1+\tau^{2}\right) \cos \sigma-2 \tau}{h} a_{m z}-\frac{h}{2 \tau} \frac{\partial b_{m}}{\partial \sigma}\right] \sin \varphi, m=1,2 \tag{3.123}
\end{align*}
$$

At the three phase contact line $(\tau=0)$, we get

$$
\begin{align*}
& a_{m r} \cos \sigma+a_{m z} \sin \sigma-\frac{1}{2} \frac{\partial b_{m}}{\partial \tau}=\lim _{\tau \rightarrow 0} v_{m \tau} \text { at } \tau=0, m=1,2  \tag{3.124}\\
-a_{m r} \sin \sigma+a_{m z} \cos \sigma-\frac{1}{2} \frac{\partial^{2} b_{m}}{\partial \sigma \partial \tau} & =\lim _{\tau \rightarrow 0} v_{m \sigma} \text { at } \tau=0, m=1,2 \tag{3.125}
\end{align*}
$$

Taking into account that the pole $A_{+}$lies at the line $z=0$, we conclude that the no-slip boundary conditions (3.43) hold true at $A_{+}$. Then, Eqs. 3.116 and 3.117 have the form

$$
\begin{align*}
& \left.v_{m \tau}\right|_{\tau=0}=\cos \sigma\left(w_{m r}-\frac{\partial \xi_{m}}{\partial r}\right)+\sin \sigma\left(w_{m z}-\frac{\partial \xi_{m}}{\partial z}\right)=\cos \sigma \sin \varphi, m=1,2  \tag{3.126}\\
& \left.v_{m \sigma}\right|_{\tau=0}=\cos \sigma\left(w_{m z}-\frac{\partial \xi_{m}}{\partial z}\right)-\sin \sigma\left(w_{m r}-\frac{\partial \xi_{m}}{\partial r}\right)=-\sin \sigma \sin \varphi, m=1,2 \tag{3.127}
\end{align*}
$$

at the three-phase contact line $\tau=0$. Therefore, we obtain

$$
\begin{gather*}
a_{m r} \cos \sigma+a_{m z} \sin \sigma-\frac{1}{2} \frac{\partial b_{m}}{\partial \tau}=\cos \sigma \text { at } \tau=0, m=1,2  \tag{3.128}\\
-a_{m r} \sin \sigma+a_{m z} \cos \sigma-\frac{1}{2} \frac{\partial^{2} b_{m}}{\partial \sigma \partial \tau}=-\sin \sigma \text { at } \tau=0, m=1,2 \tag{3.129}
\end{gather*}
$$

Using the definitions (3.75) and (3.76), one transforms these conditions to the following ones:

$$
\begin{align*}
{\left[2\left(u_{m 0}+u_{m 2}\right)-1\right] \cos \sigma } & +2 u_{m 1} \sin \sigma \\
& =\frac{1}{2} \frac{\partial}{\partial \tau}\left[b_{m 1}+\frac{1-\tau^{2}}{h}\left(u_{m 0}+u_{m 2}\right)+\frac{2 \tau \sin \sigma}{h} u_{m 1}\right]  \tag{3.130}\\
-\left[2\left(u_{m 0}+u_{m 2}\right)-1\right] \sin \sigma & +2 u_{m 1} \cos \sigma \\
& =\frac{1}{2} \frac{\partial^{2}}{\partial \sigma \partial \tau}\left[b_{m 1}+\frac{1-\tau^{2}}{h}\left(u_{m 0}+u_{m 2}\right)+\frac{2 \tau \sin \sigma}{h} u_{m 1}\right] \tag{3.131}
\end{align*}
$$

which hold at the three-phase contact line for both phases. Finally, from equations (3.113), we obtain the following two boundary conditions at the three-phase contact line:

$$
\begin{align*}
8 u_{m 2} \cos \sigma+4 u_{m 1} \sin \sigma & =\frac{\partial}{\partial \tau}\left[b_{m 1}+\frac{1-\tau^{2}}{h}\left(u_{m 0}+u_{m 2}\right)+\frac{2 \tau \sin \sigma}{h} u_{m 1}\right]  \tag{3.132}\\
-8 u_{m 2} \sin \sigma+4 u_{m 1} \cos \sigma & =\frac{\partial^{2}}{\partial \sigma \partial \tau}\left[b_{m 1}+\frac{1-\tau^{2}}{h}\left(u_{m 0}+u_{m 2}\right)+\frac{2 \tau \sin \sigma}{h} u_{m 1}\right] \tag{3.133}
\end{align*}
$$

for $m=1,2$.

### 3.5.5 Convenient form for numerical modelling

We solve the following problem:

$$
\begin{equation*}
L_{0}\left[u_{m 0}\right]=0, L_{1}\left[u_{m 1}\right]=0, L_{2}\left[u_{m 2}\right]=0, L_{1}\left[b_{m 1}\right]=0, m=1,2 \tag{3.134}
\end{equation*}
$$

where $L_{n}[u]$ are defined, using Eq. 3.98. For the first Fourier modes in terms of the new functions, $u_{m j}$ and $b_{m 1},(\mathrm{~m}=1,2$ and $\mathrm{j}=0,1,2)$, we apply the following boundary conditions:

- Boundary conditions at the upper $(\sigma=\alpha)$ or at lower part of the particle surface $(\sigma=\alpha-\pi)$ :

$$
\begin{align*}
& 2\left[\left(1+\tau^{2}\right) \cos \sigma-2 \tau\right] u_{m 2}+\left[\left(1-\tau^{2}\right) \sin \sigma\right] u_{m 1}=0, m=1,2  \tag{3.135}\\
& u_{m 2}+\frac{\left(1-\tau^{2}\right) \sin \sigma}{8 \tau} \frac{\partial b_{m}}{\partial \sigma}=0, m=1,2  \tag{3.136}\\
& u_{m 0}-u_{m 2}=\frac{1}{2}, b_{m 1}+\frac{1-\tau^{2}}{h}\left(u_{m 0}+u_{m 2}\right)+\frac{2 \tau \sin \sigma}{h} u_{m 1}=0, m=1,2 \tag{3.137}
\end{align*}
$$

see Eqs. (3.102), (3.103) and (3.79). In the latter, $b_{m}$ is defined as follows:

$$
\begin{equation*}
b_{m}(\tau, \sigma)=b_{m 1}+\frac{1-\tau^{2}}{h}\left(u_{m 0}+u_{m 2}\right)+\frac{2 \tau \sin \sigma}{h} u_{m 1}, m=1,2 \tag{3.138}
\end{equation*}
$$

- Boundary conditions at the fluid-fluid interface $(\sigma=0, \tau \neq 1)$ :

$$
\begin{align*}
& u_{10}=u_{20}, u_{12}=u_{22}, b_{11}=b_{21}  \tag{3.139}\\
& u_{m 1}-\frac{(1-\tau)^{2}}{2 \tau} \frac{\partial b_{m 1}}{\partial \sigma}-\frac{1-\tau^{2}}{2 \tau} \frac{\partial}{\partial \sigma}\left(u_{m 0}+u_{m 2}\right)=0, m=1,2  \tag{3.140}\\
& \mu_{1} \frac{\partial u_{10}}{\partial \sigma}=\mu_{2} \frac{\partial u_{20}}{\partial \sigma}, \mu_{1} \frac{\partial u_{12}}{\partial \sigma}=\mu_{2} \frac{\partial u_{22}}{\partial \sigma}, \mu_{1} \frac{\partial b_{11}}{\partial \sigma}=\mu_{2} \frac{\partial b_{21}}{\partial \sigma} \tag{3.141}
\end{align*}
$$

see Eqs. (3.82), (3.84, (3.105)- 3.107);

- Boundary conditions at the axis of revolution $(\tau=1)$ :

$$
\begin{equation*}
\frac{\partial u_{m 0}}{\partial \tau}=0, u_{m 1}=0, u_{m 2}=0, b_{m 1}=0, m=1,2 \tag{3.142}
\end{equation*}
$$

see Eqs. (3.108) and (3.109);

- Boundary conditions at the three-phase contact line $(\tau=0)$ :

$$
\begin{align*}
& u_{m 2}=\frac{1}{8}\left(\frac{\partial b_{m}}{\partial \tau} \cos \sigma-\frac{\partial^{2} b_{m}}{\partial \sigma \partial \tau} \sin \sigma\right), m=1,2  \tag{3.143}\\
& u_{m 1}=\frac{1}{4}\left(\frac{\partial b_{m}}{\partial \tau} \sin \sigma+\frac{\partial^{2} b_{m}}{\partial \sigma \partial \tau} \cos \sigma\right), m=1,2  \tag{3.144}\\
& u_{m 0}=u_{m 2}+\frac{1}{2}, b_{m 1}=-u_{m 0}-u_{m 2}, m=1,2 \tag{3.145}
\end{align*}
$$

see Eqs. (3.132), (3.133), (3.113) and (3.138).

- Boundary conditions at infinity $(\tau=1, \sigma=0)$ :

$$
\begin{equation*}
u_{m 0}(1,0)=u_{m 1}(1,0)=u_{m 2}(1,0)=b_{m 1}(1,0)=0, m=1,2 \tag{3.146}
\end{equation*}
$$

see Eqs. (3.148) and (3.149).
Note that the boundary conditions of the problem are consistent. More concretely, the following conditions:

$$
\begin{equation*}
u_{m 0}=\frac{1}{2}, u_{m 1}=0, u_{m 2}=0, b_{m 1}=0, m=1,2 \tag{3.147}
\end{equation*}
$$

hold at the points $\left(0, \alpha_{m}\right)$. Next, the boundary conditions 3.143-3.145 are valid also at the points $\left(0, \alpha_{m}\right), m=1,2$. Moreover, at the particle surface, they represent the limit of the boundary conditions $3.135-3.137)$ for $\tau \rightarrow 0$ and at the fluid-fluid interface, they become limits of the boundary conditions (3.140) for $\tau \rightarrow 0$.

Finally, in toroidal coordinates one reaches the triple point $\tau=1$ and $\sigma=0$, using two boundaries - the axis of revolution and the fluid-fluid interface. Because of the definition of functions, one has

$$
\begin{align*}
& u_{m 0}=u_{m 1}=u_{m 2}=b_{m 1}=0 \text { at } \tau=1 \text { and } \sigma \rightarrow 0, m=1,2,  \tag{3.148}\\
& u_{m 0}=u_{m 1}=u_{m 2}=b_{m 1}=0 \text { at } \sigma=0 \text { and } \tau \rightarrow 1, m=1,2 . \tag{3.149}
\end{align*}
$$

### 3.6 Asymptotic solutions at the three-phase contact line

The Stokes equations are singular with respect to pressure at the three-phase contact line $(\tau=0)$. Moreover, there is a singularity in the formula for the drag coefficient:

$$
\begin{align*}
F_{y} & =-4 \pi V R \sin \alpha\left(\eta_{1} \int_{0}^{1} \frac{\partial u_{10}}{\partial \sigma} \cdot \frac{1-\tau^{2}}{\tau h} d \tau+\eta_{2} \int_{0}^{1} \frac{\partial u_{20}}{\partial \sigma} \cdot \frac{1-\tau^{2}}{\tau h} d \tau\right) \\
& +2 \pi V R \sin \alpha\left[\eta_{2} u_{21}(\pi-\alpha)-\eta_{1} u_{11}(\pi-\alpha)\right] \tag{3.150}
\end{align*}
$$

see Eq. A.49 in Appendix A. In order to have a good approximation for the drag coefficient, we investigate the asymptotic behaviour of the model in the close vicinity of the three-phase contact line (for $\tau \rightarrow 0$ ).

### 3.6.1 Toroidal coordinates

In order to do that, we consider the problem (3.56)-(3.64). Using the definition of the modified toroidal coordinates, Eq. (3.92), one obtains the following problem:

$$
\begin{align*}
& L_{0}\left[a_{m r}\right]-\frac{2 h^{2} a_{m r}}{\left(1-\tau^{2}\right)^{2}}+\frac{2 h^{2} a_{m \varphi}}{\left(1-\tau^{2}\right)^{2}}=0, m=1,2,  \tag{3.151}\\
& L_{0}\left[a_{m \varphi}\right]+\frac{2 h^{2} a_{m r}}{\left(1-\tau^{2}\right)^{2}}-\frac{2 h^{2} a_{m \varphi}}{\left(1-\tau^{2}\right)^{2}}=0, m=1,2,  \tag{3.152}\\
& L_{0}\left[a_{m z}\right]-\frac{h^{2} a_{m z}}{\left(1-\tau^{2}\right)^{2}}=0, m=1,2,  \tag{3.153}\\
& L_{0}\left[b_{m}\right]-\frac{h^{2} b_{m}}{\left(1-\tau^{2}\right)^{2}}=\frac{1}{r} \frac{\partial}{\partial r}\left(r a_{m r}\right)-\frac{a_{m \varphi}}{r}+\frac{\partial a_{m z}}{\partial z}, m=1,2, \tag{3.154}
\end{align*}
$$

where $L_{0}$ has the form (3.98). Using Eqs. (3.93, (3.96), (3.97), 3.104) and the formula

$$
\begin{equation*}
\left.\frac{\partial b_{m}}{\partial \tau}\right|_{\sigma=\alpha_{m}}=\lim _{\Delta \tau \rightarrow 0} \frac{b_{m}\left(\tau+\Delta \tau, \alpha_{m}\right)-b_{m}\left(\tau, \alpha_{m}\right)}{\Delta \tau}=0 \text { at } S_{p}, m=1,2 \tag{3.155}
\end{equation*}
$$

we conclude that the problem is closed with the following boundary conditions:

- Boundary conditions at the particle surface:

$$
\begin{align*}
& a_{m r}+\frac{\left(1-\tau^{2}\right) \sin \alpha_{m}}{2 \tau} \cdot \frac{\partial b_{m}}{\partial \sigma}=1 \text { at } S_{p}, m=1,2  \tag{3.156}\\
& a_{m z}-\frac{\left(1+\tau^{2}\right) \cos \alpha_{m}-2 \tau}{2 \tau} \cdot \frac{\partial b_{m}}{\partial \sigma}=0 \text { at } S_{p}, m=1,2,  \tag{3.157}\\
& a_{m \varphi}=1, b_{m}=0 \text { at } S_{p}, m=1,2 \tag{3.158}
\end{align*}
$$

- Kinematic boundary conditions and condition for equality of the scalar potentials at the fluid-fluid interface:

$$
\begin{align*}
& a_{1 r}=a_{2 r}, a_{1 \varphi}=a_{2 \varphi}, b_{1}=b_{2} \text { at } \sigma=0,  \tag{3.159}\\
& a_{m z}-\frac{(1-\tau)^{2}}{2 \tau} \cdot \frac{\partial b_{m}}{\partial \sigma}=0 \text { at } \sigma=0, m=1,2, \tag{3.160}
\end{align*}
$$

- Dynamic boundary conditions and condition for the derivatives of the scalar potentials at the fluid-fluid interface:

$$
\begin{align*}
& \mu_{1} \frac{\partial b_{1}}{\partial \sigma}=\mu_{2} \frac{\partial b_{2}}{\partial \sigma} \text { at } \sigma=0  \tag{3.161}\\
& \mu_{1} \frac{\partial a_{1 r}}{\partial \sigma}=\mu_{2} \frac{\partial a_{2 r}}{\partial \sigma}, \mu_{1} \frac{\partial a_{1 \varphi}}{\partial \sigma}=\mu_{2} \frac{\partial a_{2 \varphi}}{\partial \sigma} \text { at } \sigma=0 \tag{3.162}
\end{align*}
$$

### 3.6.2 Leading order problem

The leading order expansions of Eqs. (3.151)-(3.153) are the same and, then, we are searching for $a_{m r}, a_{m \varphi}$ and $a_{m z}$ in the form:

$$
\begin{align*}
a_{m r} & =1+\tau^{\lambda} \bar{a}_{m r}^{0}(\sigma)+O\left(\tau^{\lambda+1}\right), m=1,2  \tag{3.163}\\
a_{m \varphi} & =1+\tau^{\lambda} \bar{a}_{m \varphi}^{0}(\sigma)+O\left(\tau^{\lambda+1}\right), m=1,2  \tag{3.164}\\
a_{m z} & =\tau^{\lambda} \bar{a}_{m z}^{0}(\sigma)+O\left(\tau^{\lambda+1}\right), m=1,2 \tag{3.165}
\end{align*}
$$

taking into account the boundary conditions 3.156-3.158. Substituting these expressions in $L_{0}[\cdot]$, we obtain the leading order problem:

$$
\begin{equation*}
\frac{\partial^{2} \bar{a}_{m i}^{0}}{\partial \sigma^{2}}+\lambda^{2} \bar{a}_{m i}^{0}=0, m=1,2, i=r, \varphi, z \tag{3.166}
\end{equation*}
$$

see Eq. 2.27. Therefore, the leading order expansions of the solutions for $a_{m r}, a_{m \varphi}$ and $a_{m z}$ are

$$
\begin{align*}
a_{m r}^{0} & =1+\tau^{\lambda}\left[A_{m r}^{c} \cos (\lambda \sigma)+A_{m r}^{s} \sin (\lambda \sigma)\right], m=1,2,  \tag{3.167}\\
a_{m \varphi}^{0} & =1+\tau^{\lambda}\left[A_{m \varphi}^{c} \cos (\lambda \sigma)+A_{m \varphi}^{s} \sin (\lambda \sigma)\right], m=1,2,  \tag{3.168}\\
a_{m z}^{0} & =\tau^{\lambda}\left[A_{m z}^{c} \cos (\lambda \sigma)+A_{m z}^{s} \sin (\lambda \sigma)\right], m=1,2, \tag{3.169}
\end{align*}
$$

where $A_{m r}^{c}, A_{m r}^{s}, A_{m \varphi}^{c}, A_{m \varphi}^{s}, A_{m z}^{c}$ and $A_{m z}^{s}$ are unknown constants.
Next, we shall find the general leading order solution of Eq. 3.154. In order to do that, we use the relation between the derivatives in cylindrical and in toroidal coordinates

$$
\begin{align*}
\frac{\partial}{\partial r} & =\frac{\partial \tau}{\partial r} \frac{\partial}{\partial \tau}+\frac{\partial \sigma}{\partial r} \frac{\partial}{\partial \sigma}=\frac{1}{2}\left(\cos \sigma \frac{\partial}{\partial \tau}-\frac{\sin \sigma}{\tau} \frac{\partial}{\partial \sigma}\right)+\cdots  \tag{3.170}\\
\frac{\partial}{\partial z} & =\frac{\partial \tau}{\partial z} \frac{\partial}{\partial \tau}+\frac{\partial \sigma}{\partial z} \frac{\partial}{\partial \sigma}=\frac{1}{2}\left(\sin \sigma \frac{\partial}{\partial \tau}+\frac{\cos \sigma}{\tau} \frac{\partial}{\partial \sigma}\right)+\cdots \tag{3.171}
\end{align*}
$$

see Eqs. 3.96 and (3.97). Using (3.170 and 3.171), the right hand side of Eq. 3.154 is simplified as follows:

$$
\begin{align*}
\frac{1}{r} \frac{\partial}{\partial r}\left(r a_{m r}\right) & -\frac{a_{m \varphi}}{r}+\frac{\partial a_{m z}}{\partial z}=\frac{1}{2}\left(\frac{a_{m r}}{r}-\frac{a_{m \varphi}}{r}+\frac{\partial a_{m r}}{\partial r}+\frac{\partial a_{m z}}{\partial z}\right) \\
& =\frac{1}{2}\left(\cos \sigma \frac{\partial a_{m r}}{\partial \tau}-\frac{\sin \sigma}{\tau} \frac{\partial a_{m r}}{\partial \sigma}+\sin \sigma \frac{\partial a_{m z}}{\partial \tau}+\frac{\cos \sigma}{\tau} \frac{\partial a_{m z}}{\partial \sigma}\right)+\cdots . \tag{3.172}
\end{align*}
$$

Substituting the general solutions for $a_{m r}$ and $a_{m z}$ in the the latter, we obtain

$$
\begin{align*}
\cos \sigma \frac{\partial a_{m r}}{\partial \tau}-\frac{\sin \sigma}{\tau} \frac{\partial a_{m r}}{\partial \sigma} & =\lambda \tau^{\lambda-1} \cos \sigma\left[A_{m r}^{c} \cos (\lambda \sigma)+A_{m r}^{s} \sin (\lambda \sigma)\right] \\
& -\lambda \tau^{\lambda-1} \sin \sigma\left[-A_{m r}^{c} \sin (\lambda \sigma)+A_{m r}^{s} \cos (\lambda \sigma)\right]+O\left(\tau^{\lambda}\right) \\
& =\lambda \tau^{\lambda-1} A_{m r}^{c}[\cos \sigma \cos (\lambda \sigma)+\sin \sigma \sin (\lambda \sigma)] \\
& +\lambda \tau^{\lambda-1} A_{m r}^{s}[\sin (\lambda \sigma) \cos \sigma-\sin \sigma \cos (\lambda \sigma)]+O\left(\tau^{\lambda}\right) \\
& =\lambda \tau^{\lambda-1}\left\{A_{m r}^{c} \cos [(\lambda-1) \sigma]+A_{m r}^{s} \sin [(\lambda-1) \sigma]\right\}+O\left(\tau^{\lambda}\right)  \tag{3.173}\\
\sin \sigma \frac{\partial a_{m z}}{\partial \tau}+\frac{\cos \sigma}{\tau} \frac{\partial a_{m z}}{\partial \sigma} & =\lambda \tau^{\lambda-1} \sin \sigma\left[A_{m z}^{c} \cos (\lambda \sigma)+A_{m z}^{s} \sin (\lambda \sigma)\right] \\
& +\lambda \tau^{\lambda-1} \cos \sigma\left[-A_{m z}^{c} \sin (\lambda \sigma)+A_{m z}^{s} \cos (\lambda \sigma)\right]+O\left(\tau^{\lambda}\right) \\
& =\lambda \tau^{\lambda-1} A_{m z}^{s}[\sin \sigma \sin (\lambda \sigma)+\cos \sigma \cos (\lambda \sigma)] \\
& +\lambda \tau^{\lambda-1} A_{m z}^{c}[\sin \sigma \cos (\lambda \sigma)-\sin (\lambda \sigma) \cos \sigma]+O\left(\tau^{\lambda}\right) \\
& =\lambda \tau^{\lambda-1}\left\{A_{m z}^{s} \cos [(\lambda-1) \sigma]-A_{m z}^{c} \sin [(\lambda-1) \sigma]\right\}+O\left(\tau^{\lambda}\right) \tag{3.174}
\end{align*}
$$

Then, Eq. 3.154 has the form

$$
\begin{align*}
L_{0}\left[b_{m}\right]-\frac{h^{2} b_{m}}{\left(1-\tau^{2}\right)^{2}} & =\frac{1}{2} \lambda \tau^{\lambda-1}\left(A_{m r}^{c}+A_{m z}^{s}\right) \cos [(\lambda-1) \sigma] \\
& +\frac{1}{2} \lambda \tau^{\lambda-1}\left(A_{m r}^{s}-A_{m z}^{c}\right) \sin [(\lambda-1) \sigma]+O\left(\tau^{\lambda}\right), m=1,2 \tag{3.175}
\end{align*}
$$

Due to the fact that the right-hand side of the latter is of the order of $\tau^{\lambda-1}$, we are searching for $b_{m}$ in the form:

$$
\begin{equation*}
b_{m}=\tau^{\lambda+1} b_{m}^{0}(\sigma)+O\left(\tau^{\lambda+2}\right), m=1,2 \tag{3.176}
\end{equation*}
$$

Substituting this expression in Eq. 3.175), we obtain the following leading order equation for $b_{m}^{0}$ :

$$
\begin{align*}
\frac{1}{4}\left[\frac{\partial^{2} b_{m}^{0}}{\partial \sigma^{2}}+(\lambda+1)^{2} b_{m}^{0}\right] & =\frac{\lambda}{2}\left(A_{m r}^{c}+A_{m z}^{s}\right) \cos [(\lambda-1) \sigma] \\
& +\frac{\lambda}{2}\left(A_{m r}^{s}-A_{m z}^{c}\right) \sin [(\lambda-1) \sigma], m=1,2 \tag{3.177}
\end{align*}
$$

The general solution of the homogeneous equation is

$$
\begin{equation*}
B_{m}^{c} \cos [(\lambda+1) \sigma]+B_{m}^{s} \sin [(\lambda+1) \sigma], m=1,2 \tag{3.178}
\end{equation*}
$$

where $B_{m}^{c}$ and $B_{m}^{s}$ are unknown constants. A particular solution of Eq. (3.177) is searched in the form:

$$
\begin{equation*}
C_{1} \cos [(\lambda-1) \sigma]+C_{2} \sin [(\lambda-1) \sigma], m=1,2 \tag{3.179}
\end{equation*}
$$

Substituting this expression in Eq. (3.177), we obtain

$$
\begin{align*}
C_{1} \lambda \cos [(\lambda-1) \sigma]+C_{2} \lambda \sin [(\lambda-1) \sigma] & =\frac{\lambda}{2}\left(A_{m r}^{c}+A_{m z}^{s}\right) \cos [(\lambda-1) \sigma] \\
& +\frac{\lambda}{2}\left(A_{m r}^{s}-A_{m z}^{c}\right) \sin [(\lambda-1) \sigma], m=1,2 \tag{3.180}
\end{align*}
$$

Using the method of undetermined coefficients, one concludes that the particular solution of the problem 3.177 in the form 3.179 is

$$
\begin{equation*}
\frac{1}{2}\left(A_{m r}^{c}+A_{m z}^{s}\right) \cos [(\lambda-1) \sigma]+\frac{1}{2}\left(A_{m r}^{s}-A_{m z}^{c}\right) \sin [(\lambda-1) \sigma], m=1,2 \tag{3.181}
\end{equation*}
$$

Therefore, the leading order expression for $b_{m}$, denoted by $b_{m}^{0}$, has the form

$$
\begin{align*}
b_{m}^{0}=\tau^{\lambda+1} & \left\{B_{m}^{c} \cos [(\lambda+1) \sigma]+B_{m}^{s} \sin [(\lambda+1) \sigma]+\frac{A_{m r}^{c}+A_{m z}^{s}}{2} \cos [(\lambda-1) \sigma]\right. \\
& \left.+\frac{A_{m r}^{s}-A_{m z}^{c}}{2} \sin [(\lambda-1) \sigma]\right\}, m=1,2 \tag{3.182}
\end{align*}
$$

Then, we obtain the problem (3.167)- 3.169) and 3.182). In it, there are sixteen unknown constants, which are found, using the following sixteen boundary conditions:

- Boundary conditions at the particle surface:

$$
\begin{align*}
& a_{m r}^{0}+\frac{\sin \alpha_{m}}{2 \tau} \cdot \frac{\partial b_{m}^{0}}{\partial \sigma}=1 \text { at } S_{p}, m=1,2,  \tag{3.183}\\
& a_{m z}^{0}-\frac{\cos \alpha_{m}}{2 \tau} \cdot \frac{\partial b_{m}^{0}}{\partial \sigma}=0 \text { at } S_{p}, m=1,2,  \tag{3.184}\\
& a_{m \varphi}^{0}=1, b_{m}^{0}=0 \text { at } S_{p}, m=1,2 \tag{3.185}
\end{align*}
$$

- Kinematic boundary conditions and condition for equality of the scalar potentials at the fluid-fluid interface:

$$
\begin{align*}
& a_{1 r}^{0}=a_{2 r}^{0}, a_{1 \varphi}^{0}=a_{2 \varphi}^{0}, b_{1}^{0}=b_{2}^{0} \text { at } \sigma=0,  \tag{3.186}\\
& a_{m z}^{0}-\frac{1}{2 \tau} \cdot \frac{\partial b_{m}^{0}}{\partial \sigma}=0 \text { at } \sigma=0, m=1,2, \tag{3.187}
\end{align*}
$$

- Dynamic boundary conditions and condition for the derivatives of the scalar potentials at the fluid-fluid interface:

$$
\begin{align*}
& \mu_{1} \frac{\partial b_{1}^{0}}{\partial \sigma}=\mu_{2} \frac{\partial b_{2}^{0}}{\partial \sigma} \text { at } \sigma=0  \tag{3.188}\\
& \mu_{1} \frac{\partial a_{1 r}^{0}}{\partial \sigma}=\mu_{2} \frac{\partial a_{2 r}^{0}}{\partial \sigma}, \mu_{1} \frac{\partial a_{1 \varphi}^{0}}{\partial \sigma}=\mu_{2} \frac{\partial a_{2 \varphi}^{0}}{\partial \sigma} \text { at } \sigma=0 \tag{3.189}
\end{align*}
$$

### 3.6.3 Leading order solution for $a_{m \varphi}^{0}$

Substituting the general solution for $a_{m \varphi}^{0}$, Eq. 3.168, in the kinematic boundary condition, Eq. (3.186), and in the dynamic boundary condition, Eq. 3.189, we conclude that

$$
\begin{align*}
A_{1 \varphi}^{c} & =A_{2 \varphi}^{c}  \tag{3.190}\\
\mu_{1} A_{1 \varphi}^{s} & =\mu_{2} A_{2 \varphi}^{s} . \tag{3.191}
\end{align*}
$$

Let us introduce new constants $A_{\varphi}^{s}$ and $A_{\varphi}^{c}$, using the following relations:

$$
\begin{equation*}
A_{\varphi}^{c}=A_{1 \varphi}^{c}=A_{2 \varphi}^{c}, A_{1 \varphi}^{s}=\mu_{2} A_{\varphi}^{s}, A_{2 \varphi}^{s}=\mu_{1} A_{\varphi}^{s} \tag{3.192}
\end{equation*}
$$

Thus, the general solution for $a_{m \varphi}^{0}, \mathrm{~m}=1,2$, has the following form:

$$
\begin{equation*}
a_{m \varphi}^{0}=1+\tau^{\lambda}\left[A_{\varphi}^{c} \cos (\lambda \sigma)+\mu_{3-m} A_{\varphi}^{s} \sin (\lambda \sigma)\right], m=1,2 \tag{3.193}
\end{equation*}
$$

Using the no-slip boundary conditions $a_{m \varphi}^{0}=1$, Eq. 3.185), at $S_{p}$, we conclude that the following equations:

$$
\begin{align*}
A_{\varphi}^{c} \cos (\lambda \alpha)+\mu_{2} A_{\varphi}^{s} \sin (\lambda \alpha) & =0  \tag{3.194}\\
A_{\varphi}^{c} \cos [\lambda(\alpha-\pi)]+\mu_{1} A_{\varphi}^{s} \sin [\lambda(\alpha-\pi)] & =0 \tag{3.195}
\end{align*}
$$

hold true. This system has always a trivial solution $\left(A_{\varphi}^{c}=A_{\varphi}^{s}=0\right)$ and it has also nontrivial solutions in case the determinant of the system is 0 , i.e.

$$
\begin{align*}
0=\Delta & =\mu_{1} \cos (\lambda \alpha) \sin [\lambda(\alpha-\pi)]-\mu_{2} \sin (\lambda \alpha) \cos [\lambda(\alpha-\pi)] \\
& =\mu_{1} \sin [\lambda(2 \alpha-\pi)]-\sin (\alpha \lambda) \cos [\lambda(\alpha-\pi)] \tag{3.196}
\end{align*}
$$

This equation describes a class of possible solutions for the singularity parameter $\lambda$.

### 3.6.4 The leading order solutions for $a_{m r}^{0}$ and $a_{m z}^{0}$

Analogously, using the kinematic boundary condition, Eq. (3.186), and the dynamic boundary condition, Eq. 3.189), we conclude that $a_{m r}^{0}$ has the form

$$
\begin{equation*}
a_{m r}^{0}=1+\tau^{\lambda}\left[A_{r}^{c} \cos (\lambda \sigma)+\mu_{3-m} A_{r}^{s} \sin (\lambda \sigma)\right], m=1,2, \tag{3.197}
\end{equation*}
$$

where $A_{r}^{c}$ and $A_{r}^{s}$ are defined as follows:

$$
\begin{equation*}
A_{r}^{c}=A_{1 r}^{c}=A_{2 r}^{c}, A_{1 r}^{s}=\mu_{2} A_{r}^{s}, A_{2 r}^{s}=\mu_{1} A_{r}^{s} \tag{3.198}
\end{equation*}
$$

Using the boundary conditions 3.187 and 3.188, the following relation

$$
\begin{equation*}
\tau^{\lambda} \mu_{1} A_{1 z}^{c}=\mu_{1} a_{1 z}^{0}=\frac{\mu_{1}}{2 \tau} \frac{\partial b_{1}^{0}}{\partial z}=\frac{\mu_{2}}{2 \tau} \frac{\partial b_{2}^{0}}{\partial z}=\mu_{2} a_{2 z}^{0}=\tau^{\lambda} \mu_{2} A_{2 z}^{c} \tag{3.199}
\end{equation*}
$$

is obtained. Then, the general form of $a_{m z}^{0}$ is

$$
\begin{equation*}
a_{m z}^{0}=\tau^{\lambda}\left[\mu_{3-m} A_{z}^{c} \cos (\lambda \sigma)+A_{m z}^{s} \sin (\lambda \sigma)\right], m=1,2 \tag{3.200}
\end{equation*}
$$

where the constant $A_{z}^{c}$ satisfies the conditions

$$
\begin{equation*}
A_{1 z}^{c}=\mu_{2} A_{z}^{c}, A_{2 z}^{c}=\mu_{1} A_{z}^{c} . \tag{3.201}
\end{equation*}
$$

## The leading order solution for $b_{m}^{0}$

Substituting the expressions for the constants $A_{m r}^{c}, A_{m r}^{s}$ and $A_{m z}^{c}$ in terms of the new constants $A_{r}^{c}, A_{r}^{s}$ and $A_{z}^{c}$ in Eq. 3.182, we get

$$
\begin{align*}
b_{m}^{0}=\tau^{\lambda+1} & \left\{B_{m}^{c} \cos [(\lambda+1) \sigma]+B_{m}^{s} \sin [(\lambda+1) \sigma]+\frac{A_{r}^{c}+A_{m z}^{s}}{2} \cos [(\lambda-1) \sigma]\right. \\
& \left.+\mu_{3-m} \frac{A_{r}^{s}-A_{z}^{c}}{2} \sin [(\lambda-1) \sigma]\right\}, m=1,2 \tag{3.202}
\end{align*}
$$

Using the kinematic boundary conditions (3.187) and the general definition of $a_{m z}^{0}$, Eqs. (3.200) and 3.201), one concludes that

$$
\begin{align*}
\mu_{3-m} A_{z}^{c}- & \frac{1}{2}\left[(\lambda+1) B_{m}^{s}+\mu_{3-m}(\lambda-1) \frac{A_{r}^{s}-A_{z}^{c}}{2}\right]=0, m=1,2  \tag{3.203}\\
& \frac{\mu_{3-m}}{2}\left[(1-\lambda) A_{r}^{s}+(\lambda+3) A_{z}^{c}\right]=B_{m}^{s}(\lambda+1), m=1,2 \tag{3.204}
\end{align*}
$$

Note that $\lambda>-1$. Therefore, we obtain

$$
\begin{equation*}
B_{m}^{s}=\frac{\mu_{3-m}}{2(\lambda+1)}\left[(1-\lambda) A_{r}^{s}+(\lambda+3) A_{z}^{c}\right], m=1,2 \tag{3.205}
\end{equation*}
$$

Substituting the general form of $b_{m}^{0}$, Eq. 3.202, in the boundary condition $b_{1}^{0}(\tau, 0)=$ $b_{2}^{0}(\tau, 0)$, Eq. 3.186), we obtain

$$
\begin{equation*}
B_{1}^{c}+\frac{A_{r}^{c}+A_{1 z}^{s}}{2}=B_{2}^{c}+\frac{A_{r}^{c}+A_{2 z}^{s}}{2} \tag{3.206}
\end{equation*}
$$

Then, it is convenient to introduce a new constant $B^{c}$ such that

$$
\begin{equation*}
B^{c}=B_{m}^{c}+\frac{A_{r}^{c}+A_{m z}^{s}}{2}, m=1,2 \tag{3.207}
\end{equation*}
$$

Therefore, the general form of $b_{m}^{0}$ is

$$
\begin{align*}
b_{m}^{0}=\tau^{\lambda+1} & \left\{\left(B^{c}-\frac{A_{r}^{c}+A_{m z}^{s}}{2}\right) \cos [(\lambda+1) \sigma]\right. \\
& +\frac{\mu_{3-m}}{2}\left(A_{z}^{c} \frac{\lambda+3}{\lambda+1}-A_{r}^{s} \frac{\lambda-1}{\lambda+1}\right) \sin [(\lambda+1) \sigma] \\
& \left.+\frac{A_{r}^{c}+A_{m z}^{s}}{2} \cos [(\lambda-1) \sigma]+\mu_{3-m} \frac{A_{r}^{s}-A_{z}^{c}}{2} \sin [(\lambda-1) \sigma]\right\}, m=1,2 \tag{3.208}
\end{align*}
$$

We have already fulfilled the boundary conditions at $\sigma=0$. Next, the boundary condition (3.184) is replaced by the result from adding Eq. (3.183), multiplied by $\cos \alpha_{m}$, to (3.184), multiplied by $\sin \alpha_{m}$, i.e.

$$
\begin{equation*}
\cos \alpha_{m} \cdot a_{m r}^{0}+\sin \alpha_{m} \cdot a_{m z}^{0}=\cos \alpha_{m}, m=1,2 \tag{3.209}
\end{equation*}
$$

Substituting obtained expressions for $a_{m r}^{0}, a_{m z}^{0}$, and $b_{m}^{0}$, Eqs. 3.197, 3.200) and 3.202), in the boundary conditions 3.185, 3.209 and 3.183, we get

$$
\begin{align*}
&\left(B^{c}\right.\left.-\frac{A_{r}^{c}+A_{m z}^{s}}{2}\right) \cos \left[(\lambda+1) \alpha_{m}\right]+\frac{\mu_{3-m}}{2}\left(A_{z}^{c} \frac{\lambda+3}{\lambda+1}-A_{r}^{s} \frac{\lambda-1}{\lambda+1}\right) \sin \left[(\lambda+1) \alpha_{m}\right] \\
&+\frac{A_{r}^{c}+A_{m z}^{s}}{2} \cos \left[(\lambda-1) \alpha_{m}\right]+\mu_{3-m} \frac{A_{r}^{s}-A_{z}^{c}}{2} \sin \left[(\lambda-1) \alpha_{m}\right]=0, m=1,2,  \tag{3.210}\\
& A_{r}^{c} \cos \alpha_{m} \cos \left(\lambda \alpha_{m}\right)+\mu_{3-m} A_{r}^{s} \cos \alpha_{m} \sin \left(\lambda \alpha_{m}\right) \\
&+\mu_{3-m} A_{z}^{c} \sin \alpha_{m} \cos \left(\lambda \alpha_{m}\right)+A_{m z}^{s} \sin \alpha_{m} \sin \left(\lambda \alpha_{m}\right)=0, m=1,2  \tag{3.211}\\
& 2 A_{r}^{c} \cos \left(\lambda \alpha_{m}\right)+2 \mu_{3-m} A_{r}^{s} \sin \left(\lambda \alpha_{m}\right) \\
&-\left(B^{c}-\frac{A_{r}^{c}+A_{m z}^{s}}{2}\right)(\lambda+1) \sin \alpha_{m} \sin \left[(\lambda+1) \alpha_{m}\right] \\
&+\frac{\mu_{3-m}}{2}\left[A_{z}^{c}(\lambda+3)-A_{r}^{s}(\lambda-1)\right] \sin \alpha_{m} \cos \left[(\lambda+1) \alpha_{m}\right] \\
&-\frac{A_{r}^{c}+A_{m z}^{s}}{2}(\lambda-1) \sin \alpha_{m} \sin \left[(\lambda-1) \alpha_{m}\right] \\
&+\mu_{3-m}(\lambda-1) \frac{A_{r}^{s}-A_{z}^{c}}{2} \sin \alpha_{m} \cos \left[(\lambda-1) \alpha_{m}\right]=0, m=1,2 \tag{3.212}
\end{align*}
$$

The system of equations is simplified, using the redefined constant groups:

$$
\begin{equation*}
A_{m r z}^{c s}=A_{r}^{c}+A_{m z}^{s}, A_{r z}^{+}=A_{r}^{s}+A_{z}^{c}, A_{r z}^{-}=A_{r}^{s}-A_{z}^{c}, m=1,2 . \tag{3.213}
\end{equation*}
$$

Taking into account the definitions (3.213), we simplify Eq. 3.210 as

$$
\begin{align*}
&\left(B^{c}-\frac{A_{m r z}^{c s}}{2}\right) \cos \left[(\lambda+1) \alpha_{m}\right]+\frac{\mu_{3-m}}{2}\left[A_{z}^{c}-A_{r}^{s}+\frac{2\left(A_{z}^{c}+A_{r}^{s}\right)}{\lambda+1}\right] \sin \left[(\lambda+1) \alpha_{m}\right] \\
&+\frac{A_{m r z}^{c s}}{2} \cos \left[(\lambda-1) \alpha_{m}\right]+\mu_{3-m} \frac{A_{r z}^{-}}{2} \sin \left[(\lambda-1) \alpha_{m}\right]=0, m=1,2 \tag{3.214}
\end{align*}
$$

$$
\begin{align*}
& B^{c} \cos \left[(\lambda+1) \alpha_{m}\right]+\frac{\mu_{3-m} A_{r z}^{+}}{\lambda+1} \sin \left[(\lambda+1) \alpha_{m}\right] \\
& \quad+A_{m r z}^{c s} \sin \left(\lambda \alpha_{m}\right) \sin \alpha_{m}-\mu_{3-m} A_{r z}^{-} \sin \alpha_{m} \cos \left(\lambda \alpha_{m}\right)=0, m=1,2 \tag{3.215}
\end{align*}
$$

Eq. (3.211) is simplified as

$$
\begin{align*}
& A_{r}^{c}\left[\cos \alpha_{m} \cos \left(\lambda \alpha_{m}\right)-\sin \alpha_{m} \sin \left(\lambda \alpha_{m}\right)\right]+\mu_{3-m} \frac{A_{r z}^{+}+A_{r z}^{-}}{2} \cos \alpha_{m} \sin \left(\lambda \alpha_{m}\right) \\
& \quad+\mu_{3-m} \frac{A_{r z}^{+}-A_{r z}^{-}}{2} \sin \alpha_{m} \cos \left(\lambda \alpha_{m}\right)+A_{m r z}^{c s} \sin \alpha_{m} \sin \left(\lambda \alpha_{m}\right)=0, m=1,2,  \tag{3.216}\\
& A_{r}^{c} \cos \left[(\lambda+1) \alpha_{m}\right]+\mu_{3-m} \frac{A_{r z}^{+}}{2} \sin \left[(\lambda+1) \alpha_{m}\right] \\
& \quad+\mu_{3-m} \frac{A_{r z}^{-}}{2} \sin \left[(\lambda-1) \alpha_{m}\right]+A_{m r z}^{c s} \sin \alpha_{m} \sin \left(\lambda \alpha_{m}\right)=0, m=1,2 \tag{3.217}
\end{align*}
$$

In the redefined constant group (3.213), Eqs. (3.212) become

$$
\begin{align*}
& 2 A_{r}^{c} \cos \left(\lambda \alpha_{m}\right)+\mu_{3-m}\left(A_{r z}^{+}+A_{r z}^{-}\right) \sin \left(\lambda \alpha_{m}\right) \\
& \quad-\left(B^{c}-\frac{A_{m r z}^{c s}}{2}\right)(\lambda+1) \sin \alpha_{m} \sin \left[(\lambda+1) \alpha_{m}\right] \\
& \quad+\frac{\mu_{3-m}}{2}\left[\frac{A_{r z}^{+}-A_{r z}^{-}}{2}(\lambda+3)-\frac{A_{r z}^{+}+A_{r z}^{-}}{2}(\lambda-1)\right] \sin \alpha_{m} \cos \left[(\lambda+1) \alpha_{m}\right] \\
& \quad-\frac{A_{m r z}^{c s}}{2}(\lambda-1) \sin \alpha_{m} \sin \left[(\lambda-1) \alpha_{m}\right] \\
& \quad+\mu_{3-m}(\lambda-1) \frac{A_{r z}^{-}}{2} \sin \alpha_{m} \cos \left[(\lambda-1) \alpha_{m}\right]=0, m=1,2,  \tag{3.218}\\
& -B^{c}(\lambda+1) \sin \alpha_{m} \sin \left[(\lambda+1) \alpha_{m}\right]+2 A_{r}^{c} \cos \left(\lambda \alpha_{m}\right) \\
& \quad+\frac{A_{m r z}^{c s} \sin \alpha_{m}}{2}\left\{\lambda \sin \left[(\lambda+1) \alpha_{m}\right]-\lambda \sin \left[(\lambda-1) \alpha_{m}\right]\right\} \\
& \quad+\frac{A_{m r z}^{c s} \sin \alpha_{m}}{2}\left\{\sin \left[(\lambda+1) \alpha_{m}\right]+\sin \left[(\lambda-1) \alpha_{m}\right]\right\} \\
& \quad+\mu_{3-m} A_{r z}^{-} \sin \alpha_{m}\left\{\frac{\sin \left(\lambda \alpha_{m}\right)}{\sin \alpha_{m}}-\frac{\lambda+1}{2} \cos \left[(\lambda+1) \alpha_{m}\right]+\frac{\lambda-1}{2} \cos \left[(\lambda-1) \alpha_{m}\right]\right\} \\
& \quad+\mu_{3-m} A_{r z}^{+}\left\{\sin \left(\lambda \alpha_{m}\right)+\sin \alpha_{m} \cos \left[(\lambda+1) \alpha_{m}\right]\right\}=0, m=1,2,  \tag{3.219}\\
& \\
& \quad-B^{c} \sin \left[(\lambda+1) \alpha_{m}\right]+\frac{2 A_{r}^{c}}{\lambda+1} \frac{\cos \left(\lambda \alpha_{m}\right)}{\sin \alpha_{m}}
\end{align*}
$$

$$
\begin{align*}
& +\frac{A_{m r z}^{c s}}{\lambda+1}\left[\lambda \sin \alpha_{m} \cos \left(\lambda \alpha_{m}\right)+\cos \alpha_{m} \sin \left(\lambda \alpha_{m}\right)\right] \\
& +\frac{\mu_{3-m} A_{r z}^{-}}{\lambda+1}\left\{\frac{\sin \left(\lambda \alpha_{m}\right)}{\sin \alpha_{m}}+\lambda \sin \alpha_{m} \sin \left(\lambda \alpha_{m}\right)-\cos \alpha_{m} \cos \left(\lambda \alpha_{m}\right)\right\} \\
& +\frac{\mu_{3-m} A_{r z}^{+}}{\lambda+1}\left\{\frac{\sin \left(\lambda \alpha_{m}\right)}{\sin \alpha_{m}}+\cos \left[(\lambda+1) \alpha_{m}\right]\right\}=0, m=1,2 \tag{3.220}
\end{align*}
$$

Then, we obtain the system

$$
\begin{align*}
& B^{c} \cos \left[(\lambda+1) \alpha_{m}\right]+\frac{\mu_{3-m} A_{r z}^{+}}{\lambda+1} \sin \left[(\lambda+1) \alpha_{m}\right] \\
& \quad-\mu_{3-m} A_{r z}^{-} \sin \alpha_{m} \cos \left(\lambda \alpha_{m}\right)+A_{m r z}^{c s} \sin \left(\lambda \alpha_{m}\right) \sin \alpha_{m}=0, m=1,2,  \tag{3.221}\\
& A_{r}^{c} \cos \left[(\lambda+1) \alpha_{m}\right]+\mu_{3-m} \frac{A_{r z}^{+}}{2} \sin \left[(\lambda+1) \alpha_{m}\right] \\
& \quad+\mu_{3-m} \frac{A_{r z}^{-}}{2} \sin \left[(\lambda-1) \alpha_{m}\right]+A_{m r z}^{c s} \sin \alpha_{m} \sin \left(\lambda \alpha_{m}\right)=0, m=1,2,  \tag{3.222}\\
& -B^{c} \\
& \quad \sin \left[(\lambda+1) \alpha_{m}\right]+\frac{2 A_{r}^{c}}{\lambda+1} \frac{\cos \left(\lambda \alpha_{m}\right)}{\sin \alpha_{m}}+\frac{A_{m r z}^{c s}}{\lambda+1}\left[\lambda \sin \alpha_{m} \cos \left(\lambda \alpha_{m}\right)+\cos \alpha_{m} \sin \left(\lambda \alpha_{m}\right)\right] \\
& \quad-\frac{\mu_{3-m} A_{r z}^{-}}{\lambda+1}\left\{\cos \alpha_{m} \cos \left(\lambda \alpha_{m}\right)-\lambda \sin \alpha_{m} \sin \left(\lambda \alpha_{m}\right)-\frac{\sin \left(\lambda \alpha_{m}\right)}{\sin \alpha_{m}}\right\}  \tag{3.223}\\
& \quad+\frac{\mu_{3-m} A_{r z}^{+}}{\lambda+1}\left\{\frac{\sin \left(\lambda \alpha_{m}\right)}{\sin \alpha_{m}}+\cos \left[(\lambda+1) \alpha_{m}\right]\right\}=0, m=1,2 .
\end{align*}
$$

In order to eliminate $A_{m r z}^{c s}$, we subtract Eq. 3.222 from Eq. 3.221 and obtain the equation

$$
\begin{equation*}
\left(B^{c}-A_{r}^{c}\right) \cos \left[(\lambda+1) \alpha_{m}\right]-\frac{\mu_{3-m}}{2}\left(\frac{\lambda-1}{\lambda+1} A_{r z}^{+}+A_{r z}^{-}\right) \sin \left[(\lambda+1) \alpha_{m}\right]=0 \tag{3.224}
\end{equation*}
$$

for $m=1,2$. Let us denote

$$
\begin{equation*}
X_{1}=B^{c}-A_{r}^{c}, X_{2}=\frac{1}{2}\left(\frac{\lambda-1}{\lambda+1} A_{r z}^{+}+A_{r z}^{-}\right) \tag{3.225}
\end{equation*}
$$

Then, $X_{1}$ and $X_{2}$ are computed by solving the system

$$
\begin{align*}
& X_{1} \cos [(\lambda+1) \alpha]-\mu_{2} X_{2} \sin [(\lambda+1) \alpha]=0  \tag{3.226}\\
& X_{1} \cos [(\lambda+1)(\alpha-\pi)]-\mu_{1} X_{2} \sin [(\lambda+1)(\alpha-\pi)]=0 . \tag{3.227}
\end{align*}
$$

This system has non-zero solutions in case that the determinant of the system is zero. Therefore, we obtain a second class of solutions for the singularity parameter $\lambda$ :

$$
\begin{equation*}
\mu_{1} \sin [(\lambda+1)(\alpha-\pi)] \cos [(\lambda+1) \alpha]=\mu_{2} \sin [(\lambda+1) \alpha] \cos [(\lambda+1)(\alpha-\pi)] . \tag{3.228}
\end{equation*}
$$

The third class of solutions corresponds to $X_{1}=X_{2}=0$ and, then, one gets

$$
\begin{equation*}
B^{c}=A_{r}^{c}, A_{r z}^{-}=-\frac{\lambda-1}{\lambda+1} A_{r z}^{+} . \tag{3.229}
\end{equation*}
$$

By substituting the expressions (3.229) in Eqs. 3.222 and (3.223), the equations are simplified as follows:

$$
\begin{align*}
& A_{r}^{c} \cos \left[(\lambda+1) \alpha_{m}\right]+\mu_{3-m} \frac{A_{r z}^{+}}{\lambda+1}\left\{\sin \left(\lambda \alpha_{m}\right) \cos \alpha_{m}+\lambda \sin \alpha_{m} \cos \left(\lambda \alpha_{m}\right)\right\} \\
& \quad+A_{m r z}^{c s} \sin \alpha_{m} \sin \left(\lambda \alpha_{m}\right)=0, m=1,2  \tag{3.230}\\
& A_{r}^{c}\left\{\frac{2 \cos \left(\lambda \alpha_{m}\right)}{\sin \alpha_{m}}-(\lambda+1) \sin \left[(\lambda+1) \alpha_{m}\right]\right\} \\
& \quad+A_{m r z}^{c s}\left[\lambda \cos \left(\lambda \alpha_{m}\right) \sin \alpha_{m}+\sin \left(\lambda \alpha_{m}\right) \cos \alpha_{m}\right] \\
& \quad+\frac{\mu_{3-m} A_{r z}^{+}}{\lambda+1}\left[2 \lambda \cos \left(\lambda \alpha_{m}\right) \cos \alpha_{m}-\left(\lambda^{2}+1\right) \sin \alpha_{m} \sin \left(\lambda \alpha_{m}\right)+\frac{2 \sin \left(\lambda \alpha_{m}\right)}{\sin \alpha_{m}}\right] \\
& \quad=0, m=1,2 \tag{3.231}
\end{align*}
$$

From Eqs. 3.230 and 3.231, we eliminate $A_{m r z}^{c s}$ and derive the following system:

$$
\begin{equation*}
A_{r}^{c}\left[\sin \left(2 \lambda \alpha_{m}\right)-\lambda \sin \left(2 \alpha_{m}\right)\right]-\frac{\mu_{3-m} A_{r z}^{+}}{\lambda+1}\left[\cos \left(2 \lambda \alpha_{m}\right)-\lambda^{2} \cos \left(2 \alpha_{m}\right)+\lambda^{2}-1\right]=0 \tag{3.232}
\end{equation*}
$$

for $m=1,2$. The explicit form of the system is

$$
\begin{align*}
& A_{r}^{c}[\sin (2 \lambda \alpha)-\lambda \sin (2 \alpha)]=\frac{\mu_{2} A_{r z}^{+}}{\lambda+1}\left[\cos (2 \lambda \alpha)-\lambda^{2} \cos (2 \alpha)+\lambda^{2}-1\right]  \tag{3.233}\\
& A_{r}^{c}\{\sin [2 \lambda(\alpha-\pi)]-\lambda \sin [2(\alpha-\pi)]\} \\
& \quad=\frac{\mu_{1} A_{r z}^{+}}{\lambda+1}\left\{\cos [2 \lambda(\alpha-\pi)]-\lambda^{2} \cos [2(\alpha-\pi)]+\lambda^{2}-1\right\} \tag{3.234}
\end{align*}
$$

Therefore, third class of possible solutions is

$$
\begin{align*}
& \mu_{1}[\sin (2 \lambda \alpha)-\lambda \sin (2 \alpha)]\left\{\cos [2 \lambda(\alpha-\pi)]-\lambda^{2} \cos (2 \alpha)+\lambda^{2}-1\right\} \\
& \quad=\mu_{2}\{\sin [2 \lambda(\alpha-\pi)]-\lambda \sin (2 \alpha)\}\left[\cos (2 \lambda \alpha)-\lambda^{2} \cos (2 \alpha)+\lambda^{2}-1\right] \tag{3.235}
\end{align*}
$$

From the obtained three classes of solutions (3.196), (3.228) and (3.235) only Eq. (3.235) corresponds to a physical singularity. The other two are result from the fact that we work in gauge formulation.

### 3.6.5 Results

The semi-analytical results for water-air interface and $\alpha \leq 90^{\circ} 3.1$ show that the solutions for the pressure are regular at the three-phase contact line (i.e. the pressure is finite). In the general case, it is possible the functions $p_{m}$ to have a weak singularity at $\tau=q^{1}$, while local velocities $\mathbf{v}_{m}$ are finite at $\tau=0$. The pressure function has a stronger than logarithmic singularity inside the regions, shown in Fig. 3.5, where the singularity parameter $\lambda_{p}:=\lambda-1$
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Figure 3.5: Lines with fixed values of the singularity parameter, $\lambda_{p}$
is in the interval $(-0.5,0)$. Fig. 3.5 shows the dependence of $\lambda_{p}$ on the three-phase contact angle, $\alpha$, and viscosity ratio, $\mu_{1}$. Because of the symmetry, the picture is analogous replacing $\mu_{1}$ with $\mu_{2}$ and $\alpha$ with $\pi-\alpha$. One sees that the pressure singularity becomes stronger with the decrease of viscosity ratio $\mu_{1}$. For example, the dashed line in Fig. 3.5 shows that if $\mu_{1}=0.1075$, then the strongest singularity of $\lambda_{p}=-0.1$ takes place for values of the central angle equal to $16.8^{\circ}$. In all the cases $\lambda_{p}>-0.5$, so the singularity is weak and the integral from the pressure over the particle surface converges (the drag force is finite).

### 3.7 Numerical method and numerical results

### 3.7.1 Numerical method

In order to solve the problem $3.134-3.10$, we introduce numerical time $t$ and seek the stationary solution of the parabolic problem:

$$
\begin{align*}
\frac{\partial \mathbf{u}_{m}}{\partial t} & =T\left[\mathbf{u}_{m}\right]+S\left[\mathbf{u}_{m}\right], \mathbf{u}_{m} \in D_{m}, m=1,2  \tag{3.236}\\
\mathbf{u}_{m}(\tau, \sigma, 0) & =\mathbf{u}_{m, 0}(\tau, \sigma), m=1,2 \tag{3.237}
\end{align*}
$$

in the region

$$
D_{m}:= \begin{cases}\alpha-\pi<\sigma<0,0<\tau<1,0<t \leq T, & m=1  \tag{3.238}\\ 0<\sigma<\alpha, 0<\tau<1,0<t \leq T, & m=2\end{cases}
$$

with appropriate boundary conditions imposed, where

$$
\begin{equation*}
\mathbf{u}_{m}=\left(u_{m 0}, u_{m 1}, u_{m 2}, b_{m 1}\right)^{T}, m=1,2, \tag{3.239}
\end{equation*}
$$

is a vector of the solutions at the phase $m$ and $S[\cdot]$ and $T[\cdot]$ are the following operators:

$$
\begin{align*}
S\left[\mathbf{u}_{m}\right] & =h \frac{\partial}{\partial \sigma}\left(\frac{1}{h} \frac{\partial \mathbf{u}_{m}}{\partial \sigma}\right), T\left[\mathbf{u}_{m}\right]=\left(T_{0}\left[u_{m 0}\right], T_{1}\left[u_{m 1}\right], T_{2}\left[u_{m 2}\right], T_{1}\left[b_{m 1}\right]\right)^{T},  \tag{3.240}\\
T_{p}[u] & =\frac{h \tau}{1-\tau^{2}} \frac{\partial}{\partial \tau}\left[\frac{\tau\left(1-\tau^{2}\right)}{h} \frac{\partial u}{\partial \tau}\right]-\frac{4 p^{2} \tau^{2}}{\left(1-\tau^{2}\right)^{2}} u, p=0,1,2, \tag{3.241}
\end{align*}
$$

which act at $\sigma$ - and $\tau$-direction, respectively. In order to solve the considered problem, we discretize its rectangular domain by introducing a mesh $\omega=\omega_{\tau} \times\left(\omega_{\sigma 1} \cup \omega_{\sigma 2}\right) \times \omega_{t}$, where $\omega_{\tau}, \omega_{t}$ are defined by Eqs. (2.63) and (2.67) and $\omega_{\sigma 1}$ and $\omega_{\sigma 2}$ - as follows:

$$
\begin{align*}
& \omega_{\sigma 1}=\left\{\sigma_{j}=j \delta_{\sigma 1}, \delta_{\sigma 1}=\alpha / N_{1}, j=0,1, \cdots, N_{1}\right\},  \tag{3.242}\\
& \omega_{\sigma 2}=\left\{\sigma_{j}=j \delta_{\sigma 2}, \delta_{\sigma 2}=(\pi-\alpha) / N_{2}, j=0,-1, \cdots,-N_{2}\right\} . \tag{3.243}
\end{align*}
$$

Let us denote the exact solution of the considered problem at a point $\left(\tau_{i}, \sigma_{j}, t_{k}\right)$ by

$$
\begin{align*}
& \left.\mathbf{u}_{1}\right|_{i j} ^{k}=\left(\begin{array}{lll}
\left.u_{10}\right|_{i j} ^{k} & \left.u_{11}\right|_{i j} ^{k}, & \left.u_{12}\right|_{i j} ^{k}, \\
\left.b_{11}\right|_{i j} ^{k}
\end{array}\right)^{T} \text { for } j \geq 0,  \tag{3.244}\\
& \left.\mathbf{u}_{2}\right|_{i j} ^{k}=\left(\begin{array}{ll}
\left.u_{20}\right|_{i j} ^{k}, & \left.u_{21}\right|_{i j} ^{k}, \\
\left.u_{22}\right|_{i j} ^{k} & \left.b_{21}\right|_{i j} ^{k}
\end{array}\right)^{T} \text { for } j \leq 0 \tag{3.245}
\end{align*}
$$

and the approximate one - at the same point as

$$
\left.\begin{array}{l}
\left.\mathbf{Y}_{1}\right|_{i j} ^{k}=\left(\begin{array}{llll}
\left.Y_{10}\right|_{i j} ^{k} & \left.Y_{11}\right|_{i j} ^{k}, & \left.Y_{12}\right|_{i j} ^{k}, & \left.B_{11}\right|_{i j} ^{k}
\end{array}\right)^{T} \text { for } j \geq 0, \\
\left.\mathbf{Y}_{2}\right|_{i j} ^{k}=\left(\left.\begin{array}{lll}
\left.Y_{20}\right|_{i j} ^{k}, & \left.Y_{21}\right|_{i j} ^{k}, & \left.Y_{22}\right|_{i j} ^{k},
\end{array} B_{21}\right|_{i j} ^{k}\right. \tag{3.247}
\end{array}\right)^{T} \text { for } j \leq 0 . ~ \$
$$

In order to solve the considered problem, we use the D'Yakonov scheme 3.17-3.19, which is presented in Section 2.6.1 First, we solve a problem in the $\tau$-direction:

$$
\begin{equation*}
\left(U-\frac{\delta_{t}}{2} \tilde{T}\right)\left[\left.\overline{\boldsymbol{Y}}_{m}\right|_{i j} ^{k+1}\right]=\delta_{t} \tilde{T}\left[\left.\boldsymbol{Y}_{m}\right|_{i j} ^{k}\right]+\delta_{t} \tilde{S}\left[\left.\boldsymbol{Y}_{m}\right|_{i j} ^{k}\right], m=1,2, \tag{3.248}
\end{equation*}
$$

with boundary conditions, obtained by expanding the operators at the three-phase contact line, at the axis of revolution and at the the fluid-fluid interface. Next, we solve a $\sigma$ directional problem

$$
\begin{equation*}
\left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\delta \boldsymbol{Y}_{m}\right|_{i j} ^{k+1}\right]=\left.\overline{\boldsymbol{Y}}_{m}\right|_{i j} ^{k+1}, m=1,2, \tag{3.249}
\end{equation*}
$$

with appropriately approximated boundary conditions at the surface of the particle, where $\left.\delta \boldsymbol{Y}_{m}\right|_{i j} ^{k+1}$ is defined as

$$
\begin{equation*}
\left.\delta \boldsymbol{Y}_{m}\right|_{i j} ^{k+1}=\left.\boldsymbol{Y}_{m}\right|_{i j} ^{k+1}-\left.\boldsymbol{Y}_{m}\right|_{i j} ^{k}, m=1,2 . \tag{3.250}
\end{equation*}
$$

Chapter 3. Motion of a spherical particle

## Extension of the operators $S$ and $T$

As we mention before, we extend the operators $T$ and $S$ at the three-phase contact line, at the axis of revolution and at the fluid-fluid as follows. At the three-phase contact line, one obtains

$$
\begin{align*}
\lim _{\tau \rightarrow 0} T_{p}[u] & =0 \text { at } \tau=0, s=0,1,2,  \tag{3.251}\\
\lim _{\tau \rightarrow 0} S[u] & =\lim _{\tau \rightarrow 0}\left(\frac{\partial^{2} u}{\partial \sigma^{2}}-\frac{2 \tau \sin \sigma}{h} \frac{\partial u}{\partial \sigma}\right)=\left.\frac{\partial^{2} u}{\partial \sigma^{2}}\right|_{\tau=0} . \tag{3.252}
\end{align*}
$$

At the axis of revolution, one extends the operators $T_{0}$ and $S$ for $u_{m 0}$ :

$$
\begin{align*}
T_{0}[u] & =2 \frac{\partial^{2} u}{\partial \tau^{2}} \text { at } \tau=1  \tag{3.253}\\
S[u] & =(1-\cos \sigma) \cdot \frac{\partial}{\partial \sigma}\left(\frac{1}{1-\cos \sigma} \cdot \frac{\partial u}{\partial \sigma}\right) \text { at } \tau=1, \tag{3.254}
\end{align*}
$$

see Eqs. 2.83 and 2.84. For $u_{m 1}, u_{m 2}$ and $b_{m 1}$, the leading order of the equation $L_{p}[u]=0, p=1,2$, is

$$
\begin{equation*}
0=S[u]+T_{p}[u]=-\frac{4 \tau^{2} p^{2} u}{\left(1-\tau^{2}\right)^{2}}+\cdots, p=1,2 \text { at } \tau=1 \tag{3.255}
\end{equation*}
$$

Thus, one gets

$$
\begin{equation*}
u_{m 1}=u_{m 2}=b_{m 1}=0, m=1,2, \text { at } \tau=1 \tag{3.256}
\end{equation*}
$$

Finally, the operators $S$ and $T$ are defined as follows:

$$
\begin{equation*}
S[u]=\frac{\partial^{2} u}{\partial \sigma^{2}}, T_{p}[u]=\frac{\tau(1-\tau)}{1+\tau} \cdot \frac{\partial}{\partial \tau}\left[\frac{\tau(1+\tau)}{1-\tau} \cdot \frac{\partial u}{\partial \tau}\right]-\frac{4 p^{2} \tau^{2} u}{\left(1-\tau^{2}\right)^{2}}, \tag{3.257}
\end{equation*}
$$

at the fluid-fluid interface, see Eq. 2.88. We derive a relaxed form of the boundary conditions on the fluid-fluid interface. Using formula 2.86, we obtain

$$
\begin{align*}
\lim _{\sigma \rightarrow 0^{+}} S\left[u_{1 q}\right]=\lim _{\sigma \rightarrow 0^{+}} \frac{\partial^{2} u_{1 q}}{\partial \sigma^{2}} & =\frac{-7 u_{1 q}(\tau, 0)+8 u_{1 q}\left(\tau, \delta_{\sigma 1}\right)-u_{1 q}\left(\tau, 2 \delta_{\sigma 1}\right)}{2 \delta_{\sigma 1}^{2}} \\
& -\left.\frac{3}{\delta_{\sigma 1}} \cdot \frac{\partial u_{1 q}}{\partial \sigma}\right|_{\sigma=0^{+}}+O\left(\delta_{\sigma 1}^{2}\right) ;  \tag{3.258}\\
\lim _{\sigma \rightarrow 0^{-}} S\left[u_{2 q}\right]=\lim _{\sigma \rightarrow 0^{-}} \frac{\partial^{2} u_{2 q}}{\partial \sigma^{2}} & =\frac{-7 u_{2 q}(\tau, 0)+8 u_{2 q}\left(\tau,-\delta_{\sigma 2}\right)-u_{2 q}\left(\tau,-2 \delta_{\sigma 2}\right)}{2 \delta_{\sigma 2}^{2}} \\
& +\left.\frac{3}{\delta_{\sigma 2}} \cdot \frac{\partial u_{2 q}}{\partial \sigma}\right|_{\sigma=0^{-}}+O\left(\delta_{\sigma 2}^{2}\right) . \tag{3.259}
\end{align*}
$$

Multiplying the first equation by $\mu_{1} \delta_{\sigma 1} /\left(\mu_{1} \delta_{\sigma 1}+\mu_{2} \delta_{\sigma 2}\right)$, the second one by $\mu_{2} \delta_{\sigma 2} /\left(\mu_{1} \delta_{\sigma 1}+\right.$ $\left.\mu_{2} \delta_{\sigma 2}\right)$ and adding them, we conclude that

$$
\begin{align*}
S\left[u_{m q}\right] & =\frac{\mu_{1}}{\mu_{1} \delta_{\sigma 1}+\mu_{2} \delta_{\sigma 2}} \cdot \frac{-7 u_{1 q}(\tau, 0)+8 u_{1 q}\left(\tau, \delta_{\sigma 1}\right)-u_{1 q}\left(\tau, 2 \delta_{\sigma 1}\right)}{2 \delta_{\sigma 1}} \\
& +\frac{\mu_{2}}{\mu_{1} \delta_{\sigma 1}+\mu_{2} \delta_{\sigma 2}} \cdot \frac{-7 u_{2 q}(\tau, 0)+8 u_{2 q}\left(\tau,-\delta_{\sigma 2}\right)-u_{2 q}\left(\tau,-2 \delta_{\sigma 2}\right)}{2 \delta_{\sigma 2}} \\
& +\frac{3}{\mu_{1} \delta_{\sigma 1}+\mu_{2}} \underbrace{\left[-\left.\mu_{1} \frac{\partial u_{1 q}}{\partial \sigma}\right|_{\sigma=0^{+}}+\left.\mu_{2} \frac{\partial u_{2 q}}{\partial \sigma}\right|_{\sigma=0^{-}}\right]}_{0 \text { (see Eq. (3.141) }}+O\left(\delta_{\sigma 1}^{3}+\delta_{\sigma 2}^{3}\right) \tag{3.260}
\end{align*}
$$

hold true for $q=0,2$. Analogous computations are valid for $b_{m 1}$. Next, we summarize the obtained results. For $\sigma \in(\alpha-\pi, \alpha)$, the definition of $T_{p}$ is expanded as follows:
and that for $S —$ as:

$$
\begin{align*}
& \int \frac{-\mu_{1}}{\mu_{1} \delta_{\sigma 1}+\mu_{2} \delta_{\sigma 2}} \cdot \frac{7 u_{1 q}(\tau, 0)-8 u_{1 q}\left(\tau, \delta_{\sigma 1}\right)+u_{1 q}\left(\tau, 2 \delta_{\sigma 1}\right)}{2 \delta_{\sigma 1}} \\
& \begin{cases}\mu_{1} \delta_{\sigma 1}+\mu_{2} \delta_{\sigma 2} & 2 \delta_{\sigma 1} \\
\frac{-\mu_{2}}{\mu_{1} \delta_{\sigma 1}+\mu_{2} \delta_{\sigma 2}} \cdot \frac{7 u_{2 q}(\tau, 0)-8 u_{2 q}\left(\tau,-\delta_{\sigma 2}\right)+u_{2 q}\left(\tau,-2 \delta_{\sigma 2}\right)}{2 \delta_{\sigma 2}}, & \sigma=0, \\
& q=0,2 ;\end{cases} \\
& \begin{cases} & \\
\frac{\partial^{2} u_{m q}}{\partial \sigma^{2}}, & \tau=0, \\
& \sigma \neq 0 ;\end{cases} \\
& S\left[u_{m q}\right]= \begin{cases}\frac{\partial u_{m q}}{\partial \sigma^{2}}, & \tau=0, \\
& \sigma \neq 0 ;\end{cases}  \tag{3.262}\\
& h \cdot \frac{\partial}{\partial \sigma}\left(\frac{1}{h} \cdot \frac{\partial u_{m q}}{\partial \sigma}\right), \quad \begin{array}{ll}
0<\tau<1 \\
\sigma \neq 0 ;
\end{array} \\
& (1-\cos \sigma) \cdot \frac{\partial}{\partial \sigma}\left(\frac{1}{1-\cos \sigma} \cdot \frac{\partial u_{m q}}{\partial \sigma}\right), \quad \begin{array}{ll}
\tau & =1 \\
\sigma \neq 0
\end{array}
\end{align*}
$$

One obtains analogous definition for $S\left[b_{m 1}\right]$.

The operators $T_{p}$ and $S$ are approximated with difference operators $\tilde{S}$ and $\tilde{T}_{p}$ as follows:

$$
\tilde{T}_{p}\left[\left.\mathbf{Y}_{m}\right|_{i j} ^{k}\right]= \begin{cases}0, & i=0  \tag{3.263}\\ \frac{-\left.7 \mathbf{Y}_{m}\right|_{i j} ^{k}+\left.8 \mathbf{Y}_{m}\right|_{i-1, j} ^{k}-\left.\mathbf{Y}_{m}\right|_{i-2, j} ^{k}}{\delta_{\tau}^{2}}, & i=N \\ 0, & i=N \\ \frac{p=1,2}{} \\ \frac{h_{i, j} \tau_{i}}{\left(1-\tau_{i}^{2}\right) \delta_{\tau}^{2}} \cdot\left[\frac{\tau_{i+1 / 2}\left(1-\tau_{i+1 / 2}^{2}\right)}{h_{i+1 / 2, j}} \cdot\left(\left.\mathbf{Y}_{m}\right|_{i+1, j} ^{k}-\left.\mathbf{Y}_{m}\right|_{i, j} ^{k}\right)\right. \\ \left.-\frac{\tau_{i-1 / 2}\left(1-\tau_{i-1 / 2}^{2}\right)}{h_{i-1 / 2, j}} \cdot\left(\left.\mathbf{Y}_{m}\right|_{i, j} ^{k}-\left.\mathbf{Y}_{m}\right|_{i-1, j} ^{k}\right)\right] \\ -\frac{\left.4 p^{2} \tau_{i}^{2} \mathbf{Y}_{m}\right|_{i, j} ^{k},}{\left(1-\tau_{i}^{2}\right)^{2}}, & i \neq 0, N\end{cases}
$$

$$
\tilde{S}\left[\left.Y_{m q}\right|_{i j} ^{k}\right]=\left\{\begin{array}{ll}
-\frac{\mu_{1}}{\mu_{1} \delta_{\sigma 1}+\mu_{2} \delta_{\sigma 2}} \cdot \frac{\left.7 Y_{1 q}\right|_{i 0} ^{k}-\left.8 Y_{1 q}\right|_{i 1} ^{k}+\left.Y_{1 q}\right|_{i 2} ^{k}}{2 \delta_{\sigma 1}}  \tag{3.264}\\
-\frac{\mu_{2}}{\mu_{1} \delta_{\sigma 1}+\mu_{2} \delta_{\sigma 2}} \cdot \frac{\left.7 Y_{2 q}\right|_{i 0} ^{k}-\left.8 Y_{2 q}\right|_{i,-1} ^{k}+\left.Y_{2 q}\right|_{i,-2} ^{k}}{2 \delta_{\sigma 2}}, & \begin{array}{ll}
j=0, \\
q=0,2 ;
\end{array} \\
\frac{\left.Y_{m q}\right|_{i, j-1} ^{k}-\left.2 Y_{m q}\right|_{i, j} ^{k}+\left.Y_{m q}\right|_{i, j+1} ^{k}}{\delta_{\sigma m}^{2}}, & \begin{array}{ll}
i=0, \\
j \neq N_{1},-N_{2} ; \\
\hline
\end{array} \\
\left.\begin{array}{ll}
1-\cos \sigma_{i, j} \\
\delta_{\sigma m}^{2}
\end{array} \frac{\left.Y_{m q}\right|_{i, j+1} ^{k}-\left.Y_{m q}\right|_{i, j} ^{k}}{1-\cos \sigma_{i, j+1 / 2}}-\frac{\left.Y_{m q}\right|_{i, j} ^{k}-\left.Y_{m q}\right|_{i, j-1} ^{k}}{1-\cos \sigma_{i, j-1 / 2}}\right]
\end{array}\right] \begin{array}{ll}
i=N, \\
j \neq 0, N_{1},-N_{2} ; \\
\frac{h_{i j}}{\delta_{\sigma m}^{2}} \cdot\left[\frac{\left.Y_{m q}\right|_{i, j+1} ^{k}-\left.Y_{m q}\right|_{i, j} ^{k}}{h_{i, j+1 / 2}}-\frac{\left.Y_{m q}\right|_{i, j} ^{k}-\left.Y_{m q}\right|_{i, j-1} ^{k}}{h_{i, j-1 / 2}}\right], & i \neq 0, N_{2}, \\
j \neq 0, N_{1},-N_{2} ;
\end{array}
$$

$$
\tilde{S}\left[\left.B_{m 1}\right|_{i j} ^{k}\right]= \begin{cases}-\frac{\mu_{1}}{\mu_{1} \delta_{\sigma 1}+\mu_{2} \delta_{\sigma 2}} \cdot \frac{\left.7 B_{11}\right|_{i 0} ^{k}-\left.8 B_{11}\right|_{i 1} ^{k}+\left.B_{11}\right|_{i 2} ^{k}}{2 \delta_{\sigma 1}} \\
-\frac{\mu_{2}}{\mu_{1} \delta_{\sigma 1}+\mu_{2} \delta_{\sigma 2}} \cdot \frac{\left.7 B_{21}\right|_{i 0} ^{k}-\left.8 B_{21}\right|_{i,-1} ^{k}+\left.B_{21}\right|_{i,-2} ^{k}}{2 \delta_{\sigma 2}}, & j=0, \\
\frac{\left.B_{m 1}\right|_{i, j-1} ^{k}-\left.2 B_{m 1}\right|_{i, j} ^{k}+\left.B_{m 1}\right|_{i, j+1} ^{k},}{\delta_{\sigma m}^{2}}, & \begin{array}{l}
i=0, \\
j \neq N_{1},-N_{2} ; \\
(3.265)
\end{array} \\
\frac{1-\cos \sigma_{i, j}}{\delta_{\sigma m}^{2}} \cdot\left[\frac{\left.B_{m 1}\right|_{i, j+1} ^{k}-\left.B_{m 1}\right|_{i, j} ^{k}}{1-\cos \sigma_{i, j+1 / 2}}-\frac{\left.B_{m 1}\right|_{i, j} ^{k}-\left.B_{m 1}\right|_{i, j-1} ^{k}}{1-\cos \sigma_{i, j-1 / 2}}\right], \begin{array}{l}
i=N, \\
j \neq N_{1},-N_{2} ;
\end{array} \\
\frac{h_{i j}}{\delta_{\sigma m}^{2} \cdot\left[\frac{\left.B_{m 1}\right|_{i, j+1} ^{k}-\left.B_{m 1}\right|_{i, j} ^{k}}{h_{i, j+1 / 2}}-\frac{\left.B_{m 1}\right|_{i, j} ^{k}-\left.B_{m 1}\right|_{i, j-1} ^{k}}{h_{i, j-1 / 2}}\right],} & \begin{array}{l}
i \neq 0, N, \\
j \neq N_{1},-N_{2} .
\end{array}\end{cases}
$$

## Approximation of the boundary conditions at the particle surface

Due to the fact that the boundary conditions at the particle surface should be applied for $\delta \mathbf{u}$, we denote the approximation of $\delta \mathbf{u}$ at $\left(\tau_{i}, \sigma_{j}, t_{k}\right)$ by

$$
\begin{align*}
\left.\delta \mathbf{Y}_{1}\right|_{i j} ^{k} & =\left(\left.\delta Y_{10}\right|_{i j} ^{k},\left.\delta Y_{11}\right|_{i j} ^{k},\left.\delta Y_{12}\right|_{i j} ^{k},\left.\delta B_{11}\right|_{i j} ^{k}\right)^{T}, \text { for } j=\overline{0, N_{1}}  \tag{3.266}\\
\left.\delta \mathbf{Y}_{2}\right|_{i j} ^{k} & =\left(\left.\delta Y_{20}\right|_{i j} ^{k},\right.  \tag{3.267}\\
& \left.\left.\delta Y_{21}\right|_{i j} ^{k},\left.\quad \delta Y_{22}\right|_{i j} ^{k},\left.\delta B_{21}\right|_{i j} ^{k}\right)^{T}, \text { for } j=\overline{-N_{2}, 0}
\end{align*}
$$

see Eq. 3.250. Then, the non-zero boundary conditions at the particle surface, see Eqs. (3.137), are presented as follows:

$$
\begin{gather*}
\left.\delta Y_{10}\right|_{i N_{1}} ^{k+1}-\left.\delta Y_{12}\right|_{i N_{1}} ^{k+1}=\frac{1}{2}-\left.Y_{10}\right|_{i N_{1}} ^{k}+\left.Y_{12}\right|_{i N_{1}} ^{k}, i=\overline{1, N-1},  \tag{3.268}\\
\left.\delta Y_{20}\right|_{i,-N_{2}} ^{k+1}-\left.\delta Y_{22}\right|_{i,-N_{2}} ^{k+1}=\frac{1}{2}-\left.Y_{20}\right|_{i,-N_{2}} ^{k}+\left.Y_{22}\right|_{i,-N_{2}} ^{k}, i=\overline{1, N-1} . \tag{3.269}
\end{gather*}
$$

For Eq. 3.135, we obtain

$$
\begin{align*}
& \left.2\left[\left(1+\tau_{i}^{2}\right) \cos \alpha-2 \tau_{i}\right] \delta Y_{12}\right|_{i N_{1}} ^{k+1}+\left.\left[\left(1-\tau_{i}^{2}\right) \sin \alpha\right] \delta Y_{11}\right|_{i N_{1}} ^{k+1}=0, i=\overline{1, N-1}  \tag{3.270}\\
& \left.2\left[\left(1+\tau_{i}^{2}\right) \cos \alpha+2 \tau_{i}\right] \delta Y_{22}\right|_{i,-N_{2}} ^{k+1}+\left.\left[\left(1-\tau_{i}^{2}\right) \sin \alpha\right] \delta Y_{21}\right|_{i,-N_{2}} ^{k+1}=0, i=\overline{1, N-1} \tag{3.271}
\end{align*}
$$

Next, the boundary condition 3.137 is approximated as

$$
\begin{align*}
& \left.\delta B_{11}\right|_{i N_{1}} ^{k+1}+\frac{1-\tau_{i}^{2}}{h_{i, N_{1}}}\left[\left.\delta Y_{10}\right|_{i N_{1}} ^{k+1}+\left.\delta Y_{12}\right|_{i N_{1}} ^{k+1}\right]+\left.\frac{2 \tau_{i} \sin \alpha}{h_{i, N_{1}}} \delta Y_{11}\right|_{i, N_{1}} ^{k+1}=0,  \tag{3.272}\\
& \left.\delta B_{21}\right|_{i,-N_{2}} ^{k+1}+\frac{1-\tau_{i}^{2}}{h_{i,-N_{2}}}\left[\left.\delta Y_{20}\right|_{i,-N_{2}} ^{k+1}+\left.\delta Y_{22}\right|_{i,-N_{2}} ^{k+1}\right]-\left.\frac{2 \tau_{i} \sin \alpha}{h_{i,-N_{2}}} \delta Y_{21}\right|_{i,-N_{2}} ^{k+1}=0 \tag{3.273}
\end{align*}
$$

for $i=\overline{1, N-1}$. Using the formula 3.20

$$
\begin{equation*}
u^{\prime}(x)= \pm \frac{3 u(x)-4 u\left(x \mp \delta_{x}\right)+u\left(x \mp 2 \delta_{x}\right)}{2 \delta_{x}}+O\left(\delta_{x}^{2}\right), \tag{3.274}
\end{equation*}
$$

we approximate 3.136 for the upper part of the particle surface $(\sigma=\alpha)$ as follows:

$$
\begin{align*}
\left.\delta Y_{12}\right|_{i N_{1}} ^{k+1} & +\frac{\left(1-\tau_{i}^{2}\right) \sin \alpha}{16 \tau_{i} \delta_{\sigma 1}} \cdot\left\{\left.\delta B_{11}\right|_{i, N_{1}-2} ^{k+1}-\left.4 \delta B_{11}\right|_{i, N_{1}-1} ^{k+1}+\left.3 \delta B_{11}\right|_{i, N_{1}} ^{k+1}\right. \\
& +\left(1-\tau_{i}^{2}\right)\left[\frac{\left.\delta Y_{10}\right|_{i, N_{1}-2} ^{k+1}}{h_{i, N_{1}-2}}-\frac{\left.4 \delta Y_{10}\right|_{i, N_{1}-1} ^{k+1}}{h_{i, N_{1}-1}}+\frac{\left.3 \delta Y_{10}\right|_{i, N_{1}} ^{k+1}}{h_{i, N_{1}}}\right] \\
& +\left(1-\tau_{i}^{2}\right)\left[\frac{\left.\delta Y_{12}\right|_{i, N_{1}-2} ^{k+1}}{h_{i, N_{1}-2}}-\frac{\left.4 \delta Y_{12}\right|_{i, N_{1}-1} ^{k+1}}{h_{i, N_{1}-1}}+\frac{\left.3 \delta Y_{12}\right|_{i, N_{1}} ^{k+1}}{h_{i, N_{1}}}\right] \\
& \left.+2 \tau_{i}\left[\left.\frac{\sin \sigma_{N_{1}-2}}{h_{i, N_{1}-2}} \delta Y_{11}\right|_{i, N_{1}-2} ^{k+1}-\left.\frac{4 \sin \sigma_{N_{1}-1}}{h_{i, N_{1}-1}} \delta Y_{11}\right|_{i, N_{1}-1} ^{k+1}+\left.\frac{3 \sin \alpha}{h_{i, N_{1}}} \delta Y_{11}\right|_{i, N_{1}} ^{k+1}\right]\right\} \\
& =0, i=\overline{1, N-1} \tag{3.275}
\end{align*}
$$

and for the lower part of the particle surface as follows: $(\sigma=\alpha-\pi)$

$$
\begin{align*}
\left.\delta Y_{22}\right|_{i,-N_{2}} ^{k+1} & +\frac{\left(1-\tau_{i}^{2}\right) \sin \alpha}{16 \tau_{i} \delta_{\sigma 2}} \cdot\left\{\left.3 \delta B_{21}\right|_{i,-N_{2}} ^{k+1}-\left.4 \delta B_{21}\right|_{i, 1-N_{2}} ^{k+1}+\left.\delta B_{21}\right|_{i, 2-N_{2}} ^{k+1}\right. \\
& +\left(1-\tau_{i}^{2}\right)\left[\frac{\left.3 \delta Y_{20}\right|_{i,-N_{2}} ^{k+1}}{h_{i,-N_{2}}}-\frac{\left.4 \delta Y_{20}\right|_{i, 1-N_{2}} ^{k+1}}{h_{i, 1-N_{2}}}+\frac{\left.\delta Y_{20}\right|_{i, 2-N_{2}} ^{k+1}}{h_{i, 2-N_{2}}}\right] \\
& +\left(1-\tau_{i}^{2}\right)\left[\frac{\left.3 \delta Y_{22}\right|_{i,-N_{2}} ^{k+1}}{h_{i,-N_{2}}}-\frac{\left.4 \delta Y_{22}\right|_{i, 1-N_{2}} ^{k+1}}{h_{i, 1-N_{2}}}+\frac{\left.\delta Y_{22}\right|_{i, 2-N_{2}} ^{k+1}}{h_{i, 2-N_{2}}}\right] \\
& \left.+2 \tau_{i}\left[-\left.\frac{3 \sin \alpha}{h_{i,-N_{2}}} \delta Y_{21}\right|_{i,-N_{2}} ^{k+1}-\left.\frac{4 \sin \sigma_{1-N_{2}}}{h_{i, 1-N_{2}}} \delta Y_{21}\right|_{i, 1-N_{2}} ^{k+1}+\left.\frac{\sin \sigma_{2-N_{2}}}{h_{i, 2-N_{2}}} \delta Y_{21}\right|_{i, 2-N_{2}} ^{k+1}\right]\right\} \\
& =0, \quad i=\frac{1, N-1 .}{} \tag{3.276}
\end{align*}
$$

## Approximation of the boundary conditions at the fluid-fluid interface

At the fluid-fluid interface, the boundary conditions 3.139 are approximated as follows:

$$
\begin{equation*}
\left.\delta Y_{10}\right|_{i 0} ^{k+1}=\left.\delta Y_{20}\right|_{i, 0} ^{k+1},\left.\delta Y_{12}\right|_{i 0} ^{k+1}=\left.\delta Y_{22}\right|_{i, 0} ^{k+1},\left.\delta B_{11}\right|_{i 0} ^{k+1}=\left.\delta B_{21}\right|_{i, 0} ^{k+1}, i=\overline{1, N-1} \tag{3.277}
\end{equation*}
$$

Eq. 3.140 for $m=1$ - as:

$$
\begin{align*}
\left.\delta Y_{11}\right|_{i 0} ^{k+1} & +\frac{\left(1-\tau_{i}\right)^{2}}{4 \tau_{i} \delta_{\sigma 1}}\left[\left.3 \delta B_{11}\right|_{i, 0} ^{k+1}-\left.4 \delta B_{11}\right|_{i, 1} ^{k+1}+\left.\delta B_{11}\right|_{i, 2} ^{k+1}\right] \\
& +\frac{1-\tau_{i}^{2}}{4 \tau_{i} \delta_{\sigma 1}}\left[\left.3 \delta Y_{10}\right|_{i, 0} ^{k+1}-\left.4 \delta Y_{10}\right|_{i, 1} ^{k+1}+\left.\delta Y_{10}\right|_{i, 2} ^{k+1}\right] \\
& +\frac{1-\tau_{i}^{2}}{4 \tau_{i} \delta_{\sigma 1}}\left[\left.3 \delta Y_{12}\right|_{i, 0} ^{k+1}-\left.4 \delta Y_{12}\right|_{i, 1} ^{k+1}+\left.\delta Y_{12}\right|_{i, 2} ^{k+1}\right]=0, i=\overline{1, N-1} \tag{3.278}
\end{align*}
$$

and Eq. 3.140 for $m=2$ - as:

$$
\begin{align*}
\left.\delta Y_{21}\right|_{i 0} ^{k+1} & -\frac{\left(1-\tau_{i}\right)^{2}}{4 \tau_{i} \delta_{\sigma 2}}\left[\left.\delta B_{21}\right|_{i,-2} ^{k+1}-\left.4 \delta B_{21}\right|_{i,-1} ^{k+1}+\left.3 \delta B_{21}\right|_{i, 0} ^{k+1}\right] \\
& -\frac{1-\tau_{i}^{2}}{4 \tau_{i} \delta_{\sigma 2}}\left[\left.\delta Y_{20}\right|_{i,-2} ^{k+1}-\left.4 \delta Y_{20}\right|_{i,-1} ^{k+1}+\left.3 \delta Y_{20}\right|_{i, 0} ^{k+1}\right] \\
& -\frac{1-\tau_{i}^{2}}{4 \tau_{i} \delta_{\sigma 2}}\left[\left.\delta Y_{22}\right|_{i,-2} ^{k+1}-\left.4 \delta Y_{22}\right|_{i,-1} ^{k+1}+\left.3 \delta Y_{22}\right|_{i, 0} ^{k+1}\right]=0, i=\overline{1, N-1} \tag{3.279}
\end{align*}
$$

see formula (3.274). The boundary conditions for scalar potentials and dynamic boundary conditions, Eqs. (3.141), are replaced with 3.249), where $\tilde{S}$ is defined, using Eq. (3.264) and (3.265).

## Approximation of the boundary conditions at the contact line

In order to approximate the boundary conditions (3.143) and (3.144) at $\tau=0$, we find the values of the function $b_{m}$ as follows:

$$
\begin{equation*}
\left.b_{m}\right|_{i j} ^{k+1}=\left.B_{m 1}\right|_{i j} ^{k+1}+\frac{1-\tau_{i}^{2}}{h_{i, j}}\left(\left.Y_{m 0}\right|_{i, j} ^{k+1}+\left.Y_{m 2}\right|_{i, j} ^{k+1}\right)+\left.\frac{2 \tau_{i} \sin \sigma_{j}}{h_{i, j}} Y_{m 1}\right|_{i, j} ^{k+1} \tag{3.280}
\end{equation*}
$$

for $m=1,2$. The derivative $\partial b_{m} / \partial \tau$ at $\tau=0$ is approximated as

$$
\begin{equation*}
\left.D_{\tau} b_{m}\right|_{0 j} ^{k+1}=\frac{\left.4 b_{m}\right|_{1 j} ^{k+1}-\left.b_{m}\right|_{2 j} ^{k+1}}{2 \delta_{\tau}}, m=1,2 \tag{3.281}
\end{equation*}
$$

due to the fact that $\left.b_{m}\right|_{0 j} ^{k+1}=0$, see 3.145 ). Next, the approximation of the second mixed partial derivative at $\tau=0-$ as:

$$
\left.D_{\sigma \tau} b_{m}\right|_{0 j} ^{k+1}= \begin{cases}\frac{-\left.3 D_{\tau} b_{2}\right|_{0,-N} ^{k+1}+\left.4 D_{\tau} b_{2}\right|_{0,-N+1} ^{k+1}-\left.D_{\tau} b_{2}\right|_{0,-N+2} ^{k+1}}{2 \delta_{\sigma 2}}, & \sigma=\alpha-\pi  \tag{3.282}\\ \frac{\left.D_{\tau} b_{2}\right|_{0, j+1} ^{k+1}-\left.D_{\tau} b_{2}\right|_{0, j-1} ^{k+1}}{2 \delta_{\sigma 2}}, & -N_{2}<j<0 \\ \frac{\left.D_{\tau} b_{2}\right|_{0,-2} ^{k+1}-\left.4 D_{\tau} b_{2}\right|_{0,-1} ^{k+1}+\left.3 D_{\tau} b_{2}\right|_{0,0} ^{k+1}}{2 \delta_{\sigma 2}}, & \sigma=0, m=2 \\ \frac{-\left.3 D_{\tau} b_{1}\right|_{0,0} ^{k+1}+\left.4 D_{\tau} b_{1}\right|_{0,1} ^{k+1}-\left.D_{\tau} b_{1}\right|_{0,2} ^{k+1}}{2 \delta_{\sigma 1}^{k}}, & 0<j<N_{1} \\ \frac{\left.D_{\tau} b_{1}\right|_{0, j+1} ^{k+1}-\left.D_{\tau} b_{1}\right|_{0, j-1} ^{k+1}}{2 \delta_{\sigma 1}}, & \sigma=\alpha \\ \frac{\left.D_{\tau} b_{1}\right|_{0, N-2} ^{k+1}-\left.4 D_{\tau} b_{1}\right|_{0, N-1} ^{k+1}+\left.3 D_{\tau} b_{1}\right|_{0, N} ^{k+1}}{2 \delta_{\sigma 1}}, & m=1\end{cases}
$$

Then, the approximations of the boundary condition (3.143) and (3.144) have the form:

$$
\begin{align*}
& \left.Y_{m 2}\right|_{0 j} ^{k+1}=\frac{1}{8}\left(\left.D_{\tau} b_{m}\right|_{0 j} ^{k+1} \cos \sigma-\left.D_{\sigma \tau} b_{m}\right|_{0 j} ^{k+1} \sin \sigma\right), m=1,2,  \tag{3.283}\\
& \left.Y_{m 1}\right|_{0 j} ^{k+1}=\frac{1}{4}\left(\left.D_{\tau} b_{m}\right|_{0 j} ^{k+1} \sin \sigma+\left.D_{\sigma \tau} b_{m}\right|_{0 j} ^{k+1} \cos \sigma\right), m=1,2 . \tag{3.284}
\end{align*}
$$

At the contact line $(\tau=0)$, the boundary conditions 3.145 are approximated as

$$
\begin{align*}
\left.\delta Y_{m 0}\right|_{0 j} ^{k+1} & =\frac{1}{2}+\left.Y_{m 2}\right|_{0 j} ^{k+1}, j=\overline{-N_{2}, N_{1}}  \tag{3.285}\\
\left.\delta B_{m 1}\right|_{0 j} ^{k+1} & =-\left.Y_{m 0}\right|_{0 j} ^{k+1}-\left.Y_{m 2}\right|_{0 j} ^{k+1}, j=\overline{-N_{2}, N_{1}} \tag{3.286}
\end{align*}
$$

### 3.7.2 Algorithm

The algorithm for finding the flow velocities is presented in Algorithm 2, It is analogous to the algorithm for finding the potentials distributions.

```
Algorithm 2 Compute the velocity fields
    procedure ComputeVelocities(N)
        Compute the lengths of the steps \(\delta_{\sigma 1}, \delta_{\sigma 2}, \delta_{\tau}, \delta_{t} ; \triangleright\) 2.63, (2.67), 3.242, 3.242);
        \(k \rightarrow 0\);
        Set the values of \(\mathbf{Y}_{m}, m=1,2\) to \(\mathbf{0}\) for initial moment of time \((k=0)\);
        repeat
            for \(j \leftarrow-N_{2}+1\) to -1 do
                Solve a \(\tau\)-directional problem (T2) for \(\overline{\mathbf{Y}}_{2}\);
            end for
            for \(j \leftarrow 1\) to \(N_{1}-1\) do
                Solve a \(\tau\)-directional problem (T1) for \(\overline{\mathbf{Y}}_{1}\);
            end for
            for \(i \leftarrow-N+1\) to \(N-1\) do
                    Solve a \(\sigma\)-directional problem (SI) for \(\delta \mathbf{Y}_{1}\) and \(\delta \mathbf{Y}_{2}\);
            end for
            Compute the values of \(\delta \mathbf{Y}_{m}\) at the contact line \(\triangleright\) Eqs. (3.283)-3.286)
            Solve a \(\sigma\)-directional problem (S1) for \(\delta Y_{10}\) and \(\delta Y_{20}\) at the axis of revolution;
            Set the values of \(\delta Y_{m 1}, \delta Y_{m 2}\) and \(\delta B_{m 1}\) to 0 at the axis of revolution, \(m=1,2\);
            Compute the total error TotalError at time \(k\);
            Compute the values \(\mathbf{Y}_{m}, m=1,2\) at the next moment of time; \(\triangleright\) Eq. 3.250)
            \(k \rightarrow k+1\);
        until (TotalError \(>1\) or \(k<=100000\) );
    end procedure;
```

The iteration process stops, when the maximal number of iterations is reached or the following criterion:

$$
\begin{equation*}
\left|\frac{\left.Y_{m q}\right|_{i j} ^{k+1}-\left.Y_{m q}\right|_{i j} ^{k}}{\delta_{t}^{3}}\right| \approx 1 \tag{3.287}
\end{equation*}
$$

holds true. This criterion is obtained as follows:

$$
\begin{equation*}
0=\left.\frac{\partial u_{m q}}{\partial t}\right|_{\tau_{i}, \sigma_{j}} ^{t+\delta_{t} / 2}=\frac{\left.Y_{m q}\right|_{i j} ^{k+1}-\left.Y_{m q}\right|_{i j} ^{k}}{\delta_{t}}-\left.\frac{\delta_{t}^{2}}{24} \frac{\partial^{3} u_{m q}}{\partial t^{3}}\right|_{\tau_{i}, \sigma_{j}} ^{t+\delta_{t} / 2}+O\left(\delta_{t}^{3}\right) \tag{3.288}
\end{equation*}
$$

Next, we shall specify the different $\tau$ and $\sigma$-directional problems that are solved. The $\tau$-directional problem (T1) has the form

- At the phase 1 :

$$
\begin{align*}
& \left(U-\frac{\delta_{t}}{2} \tilde{T}_{0}\right)\left[\left.\bar{Y}_{10}\right|_{i j} ^{k+1}\right]=\delta_{t} \tilde{T}_{0}\left[\left.Y_{10}\right|_{i j} ^{k}\right]+\delta_{t} \tilde{S}\left[\left.Y_{10}\right|_{i j} ^{k}\right], i=\overline{1, N-1}  \tag{3.289}\\
& \left(U-\frac{\delta_{t}}{2} \tilde{T}_{1}\right)\left[\left.\bar{Y}_{11}\right|_{i j} ^{k+1}\right]=\delta_{t} \tilde{T}_{1}\left[\left.Y_{11}\right|_{i j} ^{k}\right]+\delta_{t} \tilde{S}\left[\left.Y_{11}\right|_{i j} ^{k}\right], i=\overline{1, N-1}  \tag{3.290}\\
& \left(U-\frac{\delta_{t}}{2} \tilde{T}_{2}\right)\left[\left.\bar{Y}_{12}\right|_{i j} ^{k+1}\right]=\delta_{t} \tilde{T}_{2}\left[\left.Y_{12}\right|_{i j} ^{k}\right]+\delta_{t} \tilde{S}\left[\left.Y_{12}\right|_{i j} ^{k}\right], i=\overline{1, N-1}  \tag{3.291}\\
& \left(U-\frac{\delta_{t}}{2} \tilde{T}_{1}\right)\left[\left.\bar{B}_{11}\right|_{i j} ^{k+1}\right]=\delta_{t} \tilde{T}_{1}\left[\left.B_{11}\right|_{i j} ^{k}\right]+\delta_{t} \tilde{S}\left[\left.B_{11}\right|_{i j} ^{k}\right], i=\overline{1, N-1} \tag{3.292}
\end{align*}
$$

- At the contact line:

$$
\begin{align*}
& \left.\bar{Y}_{10}\right|_{0 j} ^{k+1}=\delta_{t} \tilde{S}\left[\left.Y_{10}\right|_{0 j} ^{k}\right]  \tag{3.293}\\
& \left.\bar{Y}_{11}\right|_{0 j} ^{k+1}=\delta_{t} \tilde{S}\left[\left.Y_{11}\right|_{0 j} ^{k}\right]  \tag{3.294}\\
& \left.\bar{Y}_{12}\right|_{0 j} ^{k+1}=\delta_{t} \tilde{S}\left[\left.Y_{12}\right|_{0 j} ^{k}\right]  \tag{3.295}\\
& \left.\bar{B}_{11}\right|_{0 j} ^{k+1}=\delta_{t} \tilde{S}\left[\left.B_{11}\right|_{0 j} ^{k}\right] \tag{3.296}
\end{align*}
$$

- At the axis of revolution:

$$
\begin{align*}
& \left(U-\frac{\delta_{t}}{2} \tilde{T}_{0}\right)\left[\left.\bar{Y}_{10}\right|_{N j} ^{k+1}\right]=\delta_{t} \tilde{T}_{0}\left[\left.Y_{10}\right|_{N j} ^{k}\right]+\delta_{t} \tilde{S}\left[\left.Y_{m 0}\right|_{N j} ^{k}\right]  \tag{3.297}\\
& \left.\bar{Y}_{11}\right|_{N j} ^{k+1}=0  \tag{3.298}\\
& \left.\bar{Y}_{12}\right|_{N j} ^{k+1}=0  \tag{3.299}\\
& \left.\bar{B}_{11}\right|_{N j} ^{k+1}=0 \tag{3.300}
\end{align*}
$$

Analogously, the problem (T2) is defined. Next, the $\sigma$-directional problem for the internal nodes (SI) is written as

- At the phase 1:

$$
\begin{align*}
& \left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\delta Y_{10}\right|_{i j} ^{k+1}\right]=\left.\bar{Y}_{10}\right|_{i j} ^{k+1}, j=\overline{1, N_{1}-1}  \tag{3.301}\\
& \left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\delta Y_{11}\right|_{i j} ^{k+1}\right]=\left.\bar{Y}_{11}\right|_{i j} ^{k+1}, j=\overline{1, N_{1}-1}  \tag{3.302}\\
& \left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\delta Y_{12}\right|_{i j} ^{k+1}\right]=\left.\bar{Y}_{12}\right|_{i j} ^{k+1}, j=\overline{1, N_{1}-1}  \tag{3.303}\\
& \left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\delta B_{11}\right|_{i j} ^{k+1}\right]=\left.\bar{B}_{11}\right|_{i j} ^{k+1}, j=\overline{1, N_{1}-1} \tag{3.304}
\end{align*}
$$

- At the phase 2:

$$
\begin{align*}
& \left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\delta Y_{20}\right|_{i j} ^{k+1}\right]=\left.\bar{Y}_{20}\right|_{i j} ^{k+1}, j=\overline{1-N_{2},-1},  \tag{3.305}\\
& \left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\delta Y_{21}\right|_{i j} ^{k+1}\right]=\left.\bar{Y}_{21}\right|_{i j} ^{k+1}, j=\overline{1-N_{2},-1},  \tag{3.306}\\
& \left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\delta Y_{22}\right|_{i j} ^{k+1}\right]=\left.\bar{Y}_{22}\right|_{i j} ^{k+1}, j=\overline{1-N_{2},-1},  \tag{3.307}\\
& \left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\delta B_{21}\right|_{i j} ^{k+1}\right]=\left.\bar{B}_{21}\right|_{i j} ^{k+1}, j=\overline{1-N_{2},-1} ; \tag{3.308}
\end{align*}
$$

- At the lower part of the particle, the approximations 3.269, 3.271, 3.273) and (3.276) are used;
- At the interface, we obtain equations (3.249, 3.277- 3.279) instead of Eqs. 3.141;
- At the upper part of the particle, one uses Eqs. (3.268), (3.270), (3.272), (3.275);

Finally, the problem (S1) is defined as:

- At the phase 1 :

$$
\begin{equation*}
\left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\delta Y_{10}\right|_{N j} ^{k+1}\right]=\left.\bar{Y}_{10}\right|_{N j} ^{k+1}, j=\overline{1, N_{1}-1} \tag{3.309}
\end{equation*}
$$

- At the phase 2:

$$
\begin{equation*}
\left(U-\frac{\delta_{t}}{2} \tilde{S}\right)\left[\left.\delta Y_{20}\right|_{N, j} ^{k+1}\right]=\left.\bar{Y}_{20}\right|_{N, j} ^{k+1}, j=\overline{-N_{2}+1,-1} \tag{3.310}
\end{equation*}
$$

- At the lower part of the particle surface:

$$
\begin{equation*}
\left.\delta Y_{20}\right|_{N,-N_{2}} ^{k+1}=\frac{1}{2}-\left.Y_{20}\right|_{N,-N_{2}} ^{k} \tag{3.311}
\end{equation*}
$$

- At the infinity point:

$$
\begin{equation*}
\left.\delta Y_{20}\right|_{N 0} ^{k+1}=0,\left.\quad \delta Y_{10}\right|_{N 0} ^{k+1}=0 \tag{3.312}
\end{equation*}
$$

- At the upper part of the particle surface:

$$
\begin{equation*}
\left.\delta Y_{10}\right|_{N N_{1}} ^{k+1}=\frac{1}{2}-\left.Y_{10}\right|_{N N_{1}} ^{k} ; \tag{3.313}
\end{equation*}
$$

Note that in order to implement the algorithm, you need the information in the last two moments of time only. Efficient implementation saves only the data in the current and the previous moment of time. In order to compute the drag, we use the formula A.49, which is derived in Appendix A .

### 3.7.3 Numerical results

In order to validate the results, we compare the values of the drag coefficient, computed using our method to the semi-analytic results 3.1 for $\alpha \leq 90^{\circ}$ and fluid-air interface (see Table 3.1. The computations are performed for $\delta_{\sigma}=0.017, \delta_{\tau}=0.05$ and different time steps $\delta_{t}$. The relative error is less than $1 \%$ and the CPU time on a laptop with processor Intel Core $\mathrm{i} 5-4200 \mathrm{H}$ is less than 10 s in all studied cases. As it can be expected, the decrease of the grid size decreases the relative error of the drag coefficient. For example, if $\alpha=15^{\circ}$ and the rectangular domain is divided by $20 \times 20$ then the relative error is $0.16 \%$, while for $30 \times 30$-it decreases to $0.017 \%$. The respective CPU time for calculations increases from 4.3 s to 11 s - it triples by increasing the number of space-discretisation steps by factor of 2.25. Analogous trends hold true for all values of the contact angle.

Table 3.1: Comparison between the calculated values, using the proposed method, and analytic values of the drag force coefficient 3.1.

| $\alpha\left(^{\circ}\right)$ | $\delta_{t}$ | CPU time (s) | appr. drag coeff. | exact drag coeff. | Rel. error (\%) |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 15 | 0.10 | 2.534 | 1.4306 | 1.4374 | 0.473 |
| 30 | 0.15 | 7.332 | 1.4013 | 1.3392 | 0.612 |
| 60 | 0.45 | 7.504 | 1.2522 | 1.2509 | 0.104 |
| 75 | 0.60 | 5.242 | 1.1473 | 1.1370 | 0.906 |
| 90 | 0.60 | 8.798 | 0.9916 | 1.0000 | 0.840 |

Fig. 3.6 shows the pressure distribution for air/water interface and two values of the three-phase contact angle. It is well illustrated that the pressure maximum for $\alpha=90^{\circ}$ is at the contact line, while that for $\alpha=60^{\circ}$-it is shifted along the particle surface inside the fluid phase. Using the proposed numerical method, it is possible to perform a systematic study for wide ranges of physical parameters. Moreover, the proposed algorithm decreases the computational time from 10 to 1000 times compared to that in the literature. The smallest the contact angle is the fastest the proposed approach is.


Figure 3.6: Pressure distribution for air/fluid interfaces: a) $\alpha=90^{\circ}$; b) $\alpha=60^{\circ}$.

### 3.8 Conclusion

The hydrodynamic problem for the translation of a spherical particle, attached to a fluidfluid interface, is simplified using the gauge formulation. The introduction of appropriate functions and toroidal coordinates reduces the three-dimensional Stokes equations to a twodimensional system of eight homogeneous partial differential equations. The system is coupled because of the complex boundary conditions. The problem is solved, using the efficient alternating direction implicit type second-order numerical scheme and reformulating adequately the boundary conditions. As a result, the method enables us to do fast and precise calculations of all physical parameters (velocity vector and pressure fields, and drag force coefficient). Moreover, the numerical time is reduced from 10 to 1000 times, compared to that in 3.11. From practical viewpoint, these calculations are introduced as a part of data processing and/or of two-dimensional ordering problems. Thus, the decrease of the computational time becomes an important step to increase the efficiency of complex numerical tasks.
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## Chapter 4

## Motion of long bubbles in gravity- and pressure-driven flow through cylindrical capillaries up to moderate capillary numbers

In this chapter, we focus our attention to the motion of long bubbles in gravity- and pressuredriven flows. This problem has a wide range of applications in microfluidics and chemical microprocessing. For the first time, the problem was solved asymptotically for small values of the capillary number by Bretherton in 1961 [4.1]. He computed asymptotic expressions, which describe the dependence of the capillary $(C a)$ and Bond ( $B o$ ) numbers on the system parameters for low axisymmetric bubble velocities, which are valid only in the ranges $0<$ $C a<0.005$ and $0.84<B o<1.04$.

Nowadays, due to the recent advances in technology, there is a renewed interest in the Bretherton problem. We propose a new generalized lubrication approach, which solves the problem in a systemic way. As in the Bretherton solution, the fluid is modeled as Stokes flow but the bubble shape is described, using geometrical considerations and the YoungLaplace equation of capillarity [4.2. The latter is the main difference between the proposed method and the Bretherton solution, which uses an approximation of the bubble curvature instead. The obtained model consists of six differential equations which are coupled, and appropriate boundary conditions are added in order to close the problem. Assuming that the characteristic thickness of the liquid layer is a small parameter of the considered problem, we obtain not only the zero-order approximation of the hydrodynamic problem in the lubrication approximation, which coincides with the Bretherton solution, but also the first-order approximation. In such a way, the problem is reduced to a boundary value problem, consisting of four ordinary differential equations. The applied initial conditions are computed, using small perturbations around the cylindrical shape of the bubble. The obtained problem is solved numerically to obtain the film thickness, $h$, between the bubble and the capillary and the dependence of the capillary number on the flow parameters and
magnitude of gravity. The proposed model expands the range of solution applicability 400 and 38 times, respectively $(0<C a<2$ and $0<B o<7.5)$. These results are validated with available experimental data. The model simplicity and its transparency give possibility to generalize this approach by including new physicochemical properties of liquids and interfaces.

The results, included in this chapter, are published in

- K. Danov, G. Lyutskanova-Zhekova, S. Smoukov, Motion of long bubbles in gravityand pressure-driven flow through cylindrical capillaries up to moderate capillary numbers, Physics of fluids 33 (2021), no. 11, IF: 3.521 (2020), Quartile: Q1. DOI: https://doi.org/10.1063/5.0070619.


### 4.1 Literature overview

The transport of bubbles and drops through capillaries and porous media plays an important role in many technological and biological systems: enhanced oil recovery [4.3 4.5]; movement of red blood cells [4.6, 4.7]; pulmonary airway reopeninig [4.8 4.10]; motion of discrete bubbles in porous materials 4.11; biomechanics and microfluidic devices 4.124.14; circulating fluidized bed (CFB) devices 4.15, 4.16; etc. In some of these applications (e.g. microfluidics), the dimensionless thickness of the liquid film, $h$, is an important design parameter and, therefore, it is essential to find an expression for it. In order to do that, two different classes of experimental methods could be used - direct (the film thickness is measured directly) or indirect (the velocity of the bubble is measured directly). Using an indirect experimental method requires to find a relationship between the bubble velocity, other flow parameters and $h$. One way to do that is by using data fitting techniques. The function type is chosen appropriately, using the data, which is fitted, and some theoretical considerations. The other approach is to use the fluid mechanics and more precisely - the Navier-Stokes equations with appropriate boundary conditions applied. If the film thickness is neglectable with regard to the radius of the tube, the original problem could be significantly simplified, using the lubrication approach. Depending on the applied assumptions, the obtained problem could be simple enough to be solved analytically (analytical approach) or should be solved, using a numerical method (semi-analytical approach). If the film thickness is not neglectable, then the full problem should be solved numerically, using for instance the finite difference, the finite volume or the finite element method.

From experimental and theoretical viewpoint, it is convenient to study two simplified cases of the motion of bubbles: in vertical capillaries, sealed at one end, under the action of gravity; in horizontal tubes through which a fluid is flowing. Important dimensionless parameter, describing the behaviour of these simplified cases, is the capillary number $C a$, which is defined as the ratio between the viscous forces and surface tension forces:

$$
\begin{equation*}
C a \equiv \frac{\eta V_{b}}{\sigma} \tag{4.1}
\end{equation*}
$$

where $\eta$ is the liquid dynamic viscosity, $V_{b}$ is the translational bubble velocity and $\sigma$ is the surface tension. In case of long bubbles in vertical tubes, one of the most essential parameters is the Bond number Bo (the ratio between the gravitational forces and surfaces tension forces):

$$
\begin{equation*}
B o \equiv \frac{\rho g R^{2}}{\sigma} \tag{4.2}
\end{equation*}
$$

while in the case of long bubbles in horizontal tubes, the relative increase of the velocity, $W$ :

$$
\begin{equation*}
W \equiv 1-\frac{V_{p m}}{V_{b}} \tag{4.3}
\end{equation*}
$$

plays an important role, where $g$ is the gravity acceleration, $\rho$ is the fluid density, $R$ is the capillary radius and $V_{p m}$ is the mean speed of the respective Poiseuille flow. These dimensionless parameters are used in order to find the solution of the two simplified cases. More concretely, a relationship between the dimensionless parameters $C a, B o(h)$ and possibly other dimensionless groups is sought out in the case of bubbles in vertical tubes, while a relationship between $C a$ and $W(h)$ is investigated for bubbles in horizontal capillaries. More complex cases are also considered in the literature. For example, Zukoski 4.17 presented experimental data for the more complex case of incline tubes, studied the influence of tube inclination angle on the rising bubble velocity, and gave qualitative explanations of the flow behavior.

Two of the earliest studies of long bubbles in vertical tubes are conducted by Gibson 4.18, and Barr [4.19. They noticed that if the Bond number is sufficiently small, then the long bubbles in vertical cylindrical capillaries do not rise at all 4.20. Systematic experimental dependencies of the Bond number on the capillary number and other dimensionless groups (Reynolds, Froude numbers, etc.) are conducted in 4.21-4.27. Clanet et al. 4.12] showed experimentally that the Dumitrescu limiting law 4.21] , valid in the high-Reynolds-number domain, can be generalized to $V=(8 \pi)^{-1 / 2}(g P)^{1 / 2}$, where $P$ is the wetted (inside) perimeter of the normal cross-section of cylindrical, rectangular, regular polygons, and toroidal tubes. The semi-analytical and numerical solutions of the respective hydrodynamic problems are reported in the literature 4.28-4.34. The first analytical result for long rising bubbles at small capillary numbers was derived by Bretherton 4.1. He solved the hydrodynamic problem in the lubrication approximation for flow in the thin layer between the bubble and the capillary and, then, match the obtained function for the bubble shape with the solution of the Laplace equation around the bubble front. The derived Bretherton dependence reads

$$
\begin{equation*}
B o=0.842+1.25 C a^{2 / 9}+2.24 C a^{1 / 3} \tag{4.4}
\end{equation*}
$$

which is accurate to within $10 \%$ in the region $0.842<B o<1.04$.
The case of long bubbles in horizontal tubes is studied extensively. Firstly, Fairbrother and Stubbs 4.35 pointed out that long bubbles in horizontal cylindrical tubes move faster than the mean speed of the respective Poiseuille flow. Using data fitting techniques, they were able to propose the following relationship between the film thickness $h$ and capillary number $C a$ :

$$
\begin{equation*}
h=0.5 \sqrt{C a} \tag{4.5}
\end{equation*}
$$

The latter is valid for $7.5 \times 10^{-5}<C a<0.014$. Then, in 1960, Taylor measured the relative increase of the velocity for small and moderate values of the capillary number, $C a<2$, [4.36]. The developed new experimental methods [4.16, 4.37 4.44] for the precise measurements of the liquid film thickness and velocity profiles confirm the Taylor experimental data and clarify the physical picture of the bubble shape and surrounding flow behavior. The numerical calculations for small and large Reynolds numbers 4.45-4.56] provide information on the theoretical dependence of $W$ on the system parameters. For example, Langewisch and Buongiorno 4.54 reported numerical results for 125 combinations of capillary numbers ( $0.05<C a<2$ ) and Reynolds numbers (up to 900), which are used therein to construct new empirical correlations. A pioneering theoretical approach was proposed by Bretherton in
4.1. He matched the lubrication approximation solution of the hydrodynamic problem for long bubbles with the radius of curvature of the bubble front, corresponding to the capillary radius, and derived the asymptotic expressions:

$$
\begin{equation*}
W=2.68 C a^{2 / 3}, h=1.34 C a^{2 / 3} \tag{4.6}
\end{equation*}
$$

which are in error by no more than $10 \%$ for small capillary numbers, $C a<5.0 \times 10^{-3}$ (more information could be found in Appendix C in 4.57]). In 2000, Aussillous and Quéré 4.39] fitted their and the Taylor experimental data with the following empirical formula:

$$
\begin{equation*}
h=\frac{1.34 C a^{2 / 3}}{1+1.34 k C a^{2 / 3}}, \tag{4.7}
\end{equation*}
$$

where $k=2.5$. In 2014, using the Bretherton approach and matching the lubrication approximation solution with the more realistic radius of curvature of the bubble front, Klaseboer et al. 4.58 derive theoretically Eq. 4.7) with $k=2.79$ (see Fig. 4.12 below). Balestra et al. reported some more complex and accurate empirical expressions 4.59].

In many applications 4.60, 4.61, the used fluids contain surface active substances (surfactants, polymers, proteins, etc.), which modify the interfacial rheology of bubbles and drops. The effects of soluble and insoluble surfactants on the motion of bubbles, propagating through capillaries, are investigated numerically in 4.62 4.73. In these numerical studies, the physicochemical properties of the surfactants are modeled below their critical micelle concentrations (CMC), the surface diffusivity and viscosity are neglected, the surfactant solutions are considered as nonionic without added indifferent electrolytes (salts), and the van der Waals, electrostatic and steric interactions are neglected (see [4.74]). As a result, the interfacial rheology is accounted for only through the Marangoni effect. Nevertheless, the numerical calculations have shown that even a trace amount of surfactant leads to immobilization of the interfaces for small and moderate capillary numbers - the fluid interfaces become tangentially immobile. For surfactant concentrations above the CMC, the surfactant adsorption is very fast (in order of microseconds) and the surface tension is constant. Thus, one should expect the measured velocity of the rising bubbles to correspond to the classical observations for bubbles with free surfaces. The recent experiments with nanofluids 4.75 4.77, however, have showed differences of two or three orders of magnitude from these expectations, because of the effects of structural molecular forces. Madec et al. reported the opposite effect in 4.78 - the bubbles rise faster in dense granular suspensions as compared to particle-less liquids of the same effective viscosity. For very low values of $C a$, for which the theoretical predictions should be the most precise, the experimental data again deviate considerably from the theory. Typically, these deviations are attributed to impurities of the liquids used but another possible explanation of the breakdown of the Bretherton law can be the wall slippage effect 4.79.

The wide range of different possible physicochemical effects, which affect the motion of long bubbles and drops in tubes, results in a highly complex problem. We need a relatively simple, fast, transparent, and precise method for calculation of bubble shape and translational velocity, which can be generalized by introducing new fluid and/or interfacial properties. In the original Bretherton model 4.1], the hydrodynamic problem in the wetting film close to the wall is solved, using the simplified lubrication approximation for flow in a thin layer, neglecting the tube curvature, which is valid for planar liquid layers only. To extend the validity of this approach, Ratulowski and Chang 4.80 considered the lubrication solution in cylindrical coordinates and Kolb and Cerro [4.81] in tubes of square
cross section, see Sec. 4.5. To avoid the ill-defined procedure of matching 4.1, 4.58 the lubrication approximation solution with the bubble shape at its front, the normal stress boundary condition, written in terms of an arc length of the bubble surface, is used in order to solve the respective boundary value problem 4.80, 4.81] for the thickness of cylindrical film part, $h$, see Sec. 4.6. This approach 4.80 leads to a good theoretical description of the experimental data for $W$ up to 40 times larger capillary numbers $(C a<0.2)$ than the applicability region of the Bretherton formula, see Sec. 4.7, but still further improvements are needed to explain the significant deviations at higher capillary numbers.

The effect of buoyancy on the pressure-driven motion of drops and bubbles through cylindrical capillaries is studied experimentally and numerically in the literature 4.824 .85 . These publications open wide theoretical and experimental areas with practical applications and new physical insights.

In this chapter, we investigate theoretically the effect of buoyancy on the pressure-driven motion of long axisymmetric bubbles with free or tangentially immobile surfaces at small and moderate capillary numbers. Experimental and theoretical investigations 4.82 4.85] show that if the bubble lengths are more than two times greater than the capillary diameters, then well pronounced cylindrical parts in the bubble profiles appear. This criterion is usually used to separate the long bubbles from short ones. The formulation of the problem is described in Sec. 4.2. Then, we nondimensionalize the problem and present a strategy for solving it in Sec. 4.3. In Sec. 4.4, the exact solutions for the cylindrical part of long bubbles are presented. In Sec. 4.5, we obtain the exact solution of the lubrication approximation of the hydrodynamic problem in cylindrical coordinates, accounting for the zero- and firstorder approximations (generalized lubrication approximation). These solutions give further insights into the boundary value problem, arising from the normal stress boundary condition, and allow us to solve the problem for the wetting film thickness in the cylindrical part, $h$, with high accuracy. The method for finding the solution of the boundary value problem is presented in Sec. 4.6. Finally, Sec. 4.7 summarizes our numerical results, comparing them to the available experimental data.

### 4.2 Mathematical model

Let us consider a cylindrical capillary of radius $R$, filled with incompressible Newtonian fluid with dynamic viscosity $\eta$ and density $\rho$ (see Fig. 4.1). Inside the fluid, there is an axisymmetric bubble with an axis of revolution, coinciding with the axis of revolution of the capillary. The bubble moves with velocity $V_{b}$, parallel to the tube walls, under the action of the Poiseuille flow (see Appendix U.7) and of gravity with acceleration $\mathbf{g}$. The surface of the bubble is considered to be a fully mobile (the shear stress at the bubble surface is zero) or a tangentially immobile surface (the immobile surface acts as a solid surface). For more information on fully mobile or immobile surfaces, see the schematic presentation of the flow profiles near the bubble in Fig. 4.2 ,

In the current work, we shall consider the following three cases:
(A) the tube is placed horizontally and only the effect of the Poiseuille flow is considered.
(B) the tube is placed vertically and only the gravitational force is taken into account.
(C) the tube is placed vertically and the simultaneous action of the Poiseuille flow and gravity is considered.


Figure 4.1: An axisymmetric bubble moves in a cylindrical capillary of radius $R$ under the action of gravity and Poiseuille flow.

It is obvious that the cases (A) and (B) are special cases of the case (C). Thus, we derive a mathematical model for the general case (C). In order to do that, we introduce a cylindrical coordinate system $(r, \varphi, z)$ with a center at the bubble apex and axis of revolution $O z$, pointing in a direction, opposite of the bubble motion (see Fig. 4.1). In this coordinate system, the variables are independent of $\varphi$ because the problem is axisymmetric (the region and the boundary conditions are symmetric with respect to the axis of rotation of the capillary). Therefore, we consider the problem in the $r-z$ plane only. Let us denote, then, the $r$ - and $z$-components of fluid velocity $\mathbf{v}$ by $u$ and $v$, and the $z$-component of the gravity $\mathbf{g}$ by $g_{z}$. Another property of this coordinate system is that it is fixed at the bubble apex. This means that the coordinate system translates with a fixed velocity $V_{b}$ (see Fig. 4.1) and, then, the translational velocity of the bubble is equal to zero and the capillary wall and the whole fluid translate along axis $O z$ with velocity $V_{b}$.

As mentioned previously, a bubble moves in a vertical tube under the simultaneous action of Poiseuille flow and gravity. On one hand, if only the gravity is considered, the bubble moves upwards due to buoyancy. On the other hand, taking into account only the action of Poiseuille flow leads to the conclusion that the bubble moves in the direction of Poiseuille


Figure 4.2: Schematic presentation of the flow profiles, depending on the type of the boundary conditions, applied at the bubble surface. A velocity profile for a tangentially immobile surface is shown on the left, while on the right - a profile of a fully mobile surface 4.86].
flow. When both forces act simultaneously on the bubble, there are three main cases, which are shown in Fig. 4.1. Fig. 4.1a illustrates the case when the buoyancy and Poiseuille flow point upwards and the bubble rises. If the forces act in opposite directions, the bubble floats or sinks, depending on which force prevails. If the gravitational force controls the bubble motion $\left(g_{z}>0\right)$, then the mean $z$-component of the Poiseuille flow velocity, $-V_{p m}$, is positive and the bubble floats (see Fig. 4.1b. Otherwise, gravity acts in the opposite direction of the $z$-axis $\left(g_{z}<0\right)$ and the bubble sinks, see Fig. 4.1c.

### 4.2.1 Modelling of the fluid motion

First, we shall describe the motion of the Newtonian fluid. We assume that the flow is so slow that the inertial terms in the Navier-Stokes equations are negligible. Then, the motion of the fluid can be described by Stokes equations

$$
\begin{align*}
& \nabla \cdot \mathbf{v}=0  \tag{4.8}\\
& \nabla p=\eta \nabla^{2} \mathbf{v}+\rho \mathbf{g} \tag{4.9}
\end{align*}
$$

where $p$ is the dynamic pressure, see Eqs. U.73-U.74 in the Supplementary material U. For axysymmetric problem in cylindrical coordinates, the system has the following form:

$$
\begin{align*}
& \frac{1}{r} \frac{\partial}{\partial r}(r u)+\frac{\partial v}{\partial z}=0  \tag{4.10}\\
& \frac{\partial p}{\partial r}=\eta\left[\frac{\partial}{\partial r}\left(\frac{1}{r} \frac{\partial}{\partial r}(r u)\right)+\frac{\partial^{2} u}{\partial z^{2}}\right]  \tag{4.11}\\
& \frac{\partial p}{\partial z}=\eta\left[\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial v}{\partial r}\right)+\frac{\partial^{2} v}{\partial z^{2}}\right]+\rho g_{z} \tag{4.12}
\end{align*}
$$

see Eqs. U.101- U.103 in the Supplementary Material U.

### 4.2.2 Boundary conditions

In order to close the system, we add boundary conditions to the problem. More information for their derivation could be found in Section U. 6 and for different types of rheological relations - in Section U. 4 in the Supplementary material U.

## No-slip boundary conditions at the walls of the tube

The fluid is moving with velocity 0 there. Because of the choice of the coordinate system (fixed at the bubble apex), the following boundary conditions:

$$
\begin{equation*}
u=0, v=V_{b} \text { at } r=R \tag{4.13}
\end{equation*}
$$

are applied, see Eq. U.77 in the Supplementary Material U.

Inlet/outlet boundary conditions for $|z| \rightarrow \infty$
We assume that the fluid flow is Poiseuille at the large distances from the bubble, i.e.

$$
\begin{equation*}
u=0, v=V_{b}+v_{p}(r) \text { at }|z| \rightarrow \infty \tag{4.14}
\end{equation*}
$$

where $v_{p}(r)$ is the axial coordinate of the Poiseuille velocity profile, i.e.

$$
\begin{equation*}
v_{p}(r)=-2 V_{p m}\left(1-\frac{r^{2}}{R^{2}}\right) \tag{4.15}
\end{equation*}
$$

see U.124 in the Supplementary material U. Note that Eq. 4.14 follows from the simple flow rate condition

$$
\begin{equation*}
2 \int_{0}^{R} r v(r, z) d r=\left(V_{b}-V_{p m}\right) R^{2} \text { at }|z| \rightarrow \infty . \tag{4.16}
\end{equation*}
$$

## Kinematic boundary condition at the bubble surface

The kinematic boundary condition states

$$
\begin{equation*}
\mathbf{v} \cdot \mathbf{n}=0 \text { at } S, \tag{4.17}
\end{equation*}
$$

where $S$ denotes the surface of the bubble and $\mathbf{n}$ is the unit inward normal to $S$, see Eq. (U.79) in the Supplementary material U.

## Dynamic boundary condition at the bubble surface

For constant surface tension $\sigma$, the tangential and normal boundary conditions have the form:

$$
\begin{equation*}
\mathbf{n} \cdot\left(\mathbf{P}-\mathbf{P}_{b}\right) \cdot \mathbf{t}=0 \tag{4.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{n} \cdot\left(\mathbf{P}-\mathbf{P}_{b}\right) \cdot \mathbf{n}=2 H \sigma \tag{4.19}
\end{equation*}
$$

where $H$ is the mean curvature of the bubble interface, $\mathbf{P}$ is the flow stress tensor and $\mathbf{P}_{b}$ is the bubble stress tensor, see Eqs. (U.94)-(U.95) in the Supplementary material U. In order to find the concrete form of the latter, we shall choose the type of rheological relations that
model the fluids in the problem. We assume that the fluid in the bubble is ideal and, then, bubble stress tensor is

$$
\begin{equation*}
\mathbf{P}_{b}=-p_{b} \mathbf{I} \tag{4.20}
\end{equation*}
$$

where $\mathbf{I}$ is the identity tensor and $p_{b}$ is the pressure inside the bubble. The fluid in the tube is assumed to be Newtonian, i.e.

$$
\begin{equation*}
\mathbf{P}=-p \mathbf{I}+\eta\left[\nabla \mathbf{v}+(\nabla \mathbf{v})^{T}\right] \tag{4.21}
\end{equation*}
$$

Then, the components of the pressure tensor $\mathbf{P}_{s}:=\mathbf{P}-\mathbf{P}_{b}$ in cylindrical coordinates are

$$
\begin{align*}
P_{s, r r} & =p_{b}-p+2 \eta \frac{\partial u}{\partial r}  \tag{4.22}\\
P_{s, r z} & =P_{s, z r}=\eta\left(\frac{\partial v}{\partial r}+\frac{\partial u}{\partial z}\right)  \tag{4.23}\\
P_{s, z z} & =p_{b}-p+2 \eta \frac{\partial v}{\partial z} \tag{4.24}
\end{align*}
$$

see Eq. S.349 in the Supplementary Material S.

### 4.2.3 Surface parametrization. Normal and tangential boundary conditions

The form of the kinematic and dynamic boundary conditions 4.17-4.19 depends on the surface parameterisation of the bubble. Let us denote by $r_{b}$ and $z_{b}$ the cylindrical coordinates of the bubble surface and $s$ is the arc length of $S$, measured from the bubble apex, then the bubble shape is described by $r=r_{b}(s)$ and $z=z_{b}(s)$. Using geometric considerations, we conclude that the following differential equations 4.2, 4.87:

$$
\begin{equation*}
\frac{d r_{b}}{d s}=\cos \theta, \frac{d z_{b}}{d s}=\sin \theta \tag{4.25}
\end{equation*}
$$

model the form of the bubble, where $\theta$ is the meniscus running slope angle (see Fig. 4.3). We compute the mean curvature of the bubble surface, $H$, 4.2, 4.87 as

$$
\begin{equation*}
2 H=\frac{d \theta}{d s}+\frac{\sin \theta}{r_{b}} \tag{4.26}
\end{equation*}
$$

and the unit tangential vector $\mathbf{t}$ to the surface $S$ as

$$
\begin{equation*}
\mathbf{t}=(\cos \theta, \sin \theta) . \tag{4.27}
\end{equation*}
$$

Then, the unit inward normal has the following form:

$$
\begin{equation*}
\mathbf{n}=\frac{\frac{d \mathbf{t}}{d s}}{\left|\frac{d \mathbf{t}}{d s}\right|}=(-\sin \theta, \cos \theta) \tag{4.28}
\end{equation*}
$$

Substituting 4.28 in the kinematic boundary condition 4.17, we obtain the form of the kinematic boundary condition

$$
\begin{equation*}
v \cos \theta-u \sin \theta=0 \text { at } S \tag{4.29}
\end{equation*}
$$



Figure 4.3: Description of the bubble surface: $\theta$ is the meniscus running slope angle; $\mathbf{t}$ is the unit tangential vector and $\mathbf{n}$ is the unit inward normal vector to the bubble surface.

Substituting 4.27 and 4.28 in 4.18 and 4.19) we obtain the form of the tangential stress boundary condition

$$
\begin{equation*}
\cos (2 \theta)\left(\frac{\partial v}{\partial r}+\frac{\partial u}{\partial z}\right)+\sin (2 \theta)\left(\frac{\partial v}{\partial z}-\frac{\partial u}{\partial r}\right)=0 \tag{4.30}
\end{equation*}
$$

and the normal stress boundary condition

$$
\begin{equation*}
p_{b}=p-2 \eta \sin ^{2} \theta\left[\cot ^{2} \theta \frac{\partial v}{\partial z}+\frac{\partial u}{\partial r}-\cot \theta\left(\frac{\partial v}{\partial r}+\frac{\partial u}{\partial z}\right)\right]+2 H \sigma \tag{4.31}
\end{equation*}
$$

for fully mobile interfaces at the bubble surface $S$.
In the case of tangentially immobile bubble surface, the kinematic and tangential boundary conditions are replaced by the conditions of the surface solidifation:

$$
\begin{equation*}
u=0, v=0 \text { at } \mathrm{S} \tag{4.32}
\end{equation*}
$$

which assume that the surface of the bubble acts as solid. This considerably simplifies the normal stress boundary condition 4.31) to

$$
\begin{equation*}
p_{b}=p+2 H \sigma \text { at } \mathrm{S} . \tag{4.33}
\end{equation*}
$$

Note that the normal stress boundary conditions 4.31 and 4.33 give a relationship between the mean curvature of the bubble, the flow characteristics $u, v$ and $p$, and the bubble pressure, $p_{b}$. The latter means that if one approximates $u, v$ and $p$ at the bubble surface $S$, it is possible to find the bubble shape as a solution of the system (4.25), 4.26) and 4.31) (in the case of free surface) or 4.25 ), 4.26 ) and $\sqrt{4.33}$ ) (in a case of immobile surface) with appropriate initial conditions, applied at the bubble apex.

### 4.2.4 Simple integral flow rate condition as a kinematic boundary condition

For analytical calculations (see Sec. 4.5), it is more convenient to use the simple integral flow rate condition

$$
\begin{equation*}
2 \int_{r_{b}}^{R} r v\left(r, z_{b}\right) d r=\left(V_{b}-V_{p m}\right) R^{2} \tag{4.34}
\end{equation*}
$$

instead of the kinematic boundary condition 4.29). In the next lines, we prove that Eq. (4.34) follows from the kinematic boundary condition. In order to do that, we consider a long bubble in a cylindrical tube (see Fig. 4.4. Next, one introduces the following notation:

- $S_{\bar{z}}=\{(r, \varphi, \bar{z}) \mid 0 \leq r \leq R, 0 \leq \varphi<2 \pi\}$ or this is the part of the plane $z=\bar{z}$, which is inside the capillary;
- $S_{b}=\left\{\left(r, \varphi, z_{b}\right) \mid r_{b} \leq r \leq R, 0 \leq \varphi<2 \pi\right\}$ or this is the part of the plane $z=z_{b}$, which is inside the capillary and outside the bubble;
- $S_{s}=\left\{(R, \varphi, z) \mid 0 \leq \varphi<2 \pi, z_{b} \leq z \leq \bar{z}\right\}$ or this is surrounding surface of the cylinder $C$ with bases $S_{b}$ and $S_{\bar{z}}$;
- $\bar{S}=\left\{(r, \varphi, z) \mid(r, \varphi, z) \in S, z_{b} \leq z<\bar{z}\right\}$ or this is the part of the bubble surface, which is inside the cylinder $C$;
- $\mathbf{n}_{\bar{z}}, \mathbf{n}_{b}$ and $\mathbf{n}_{s}$ are the unit normals to $S_{\bar{z}}, S_{b}$ and $S_{s}$, pointing out of the cylinder $C$, and $\overline{\mathbf{n}}$ is the unit outer normal to the surface $\bar{S}$ (see Fig. 4.4).


Figure 4.4: Description of the surface $S_{f}=S_{\bar{z}} \cup S_{b} \cup S_{s} \cup \bar{S}$.
Then, using the mass conservation law and the divergence theorem, we obtain

$$
\begin{equation*}
\iint_{S_{f}} \mathbf{n}_{f} \cdot \mathbf{v} d S=\iiint_{V_{f}} \nabla \cdot \mathbf{v} d V=\iiint_{V_{f}} 0 d V=0 \tag{4.35}
\end{equation*}
$$

where $S_{f}=S_{\bar{z}} \cup S_{b} \cup S_{s} \cup \bar{S}$ is the surface, over which we integrate, $\mathbf{n}_{f}$ is the unit outer normal to $S_{f}$ and $V_{f}$ is the volume, surrounded by $S_{f}$. Writing the integral $\iint_{S_{f}} \mathbf{n}_{f} \cdot \mathbf{v} d S$ as a sum of four integrals, we obtain consecutively

$$
\begin{equation*}
\iint_{S_{\bar{z}}} \mathbf{n}_{\bar{z}} \cdot \mathbf{v} d S+\iint_{S_{b}} \mathbf{n}_{b} \cdot \mathbf{v} d S+\iint_{S_{s}} \mathbf{n}_{s} \cdot \mathbf{v} d S-\iint_{\bar{S}} \overline{\mathbf{n}} \cdot \mathbf{v} d S=0 . \tag{4.36}
\end{equation*}
$$

We take into account the boundary conditions at the wall of the capillary 4.13 and at the bubble surface 4.17) in the latter and get

$$
\begin{equation*}
\iint_{S_{\bar{z}}} v d S-\iint_{S_{b}} v d S=0 . \tag{4.37}
\end{equation*}
$$

Eq. 4.37) is valid for $\bar{z} \rightarrow+\infty$. Using this fact, we obtain

$$
\begin{align*}
& \lim _{\bar{z} \rightarrow+\infty} \int_{0}^{2 \pi} \int_{0}^{R} v(r, \bar{z}) r d r d \varphi-\int_{0}^{2 \pi} \int_{r_{b}}^{R} v\left(r, z_{b}\right) r d r d \varphi=0,  \tag{4.38}\\
& 2 \pi \int_{0}^{R}\left[V_{b}-2 V_{p m}\left(1-\frac{r^{2}}{R^{2}}\right)\right] r d r-2 \pi \int_{r_{b}}^{R} v\left(r, z_{b}\right) r d r d \varphi=0, \tag{4.39}
\end{align*}
$$

see Eq. 4.14. Therefore, the following statement:

$$
\begin{align*}
\int_{r_{b}}^{R} v\left(r, z_{b}\right) r d r d \varphi & =\frac{V_{b} R^{2}}{2}-2 V_{p m}\left(\frac{R^{2}}{2}-\frac{R^{4}}{4 R^{2}}\right) \\
& =\frac{R^{2}\left(V_{b}-V_{p m}\right)}{2} \tag{4.40}
\end{align*}
$$

holds true or equivalently 4.34. Note that (4.34) follows from the continuity equation (4.10, the no-slip boundary condition 4.13, the boundary condition at $z \rightarrow+\infty$ 4.14) and the kinematic condition 4.17.

Other way to prove 4.34 is by proving that

$$
\begin{equation*}
I(z)=\int_{r_{b}}^{R} r v(r, z) d r \tag{4.41}
\end{equation*}
$$

is a constant for all points $\left(r_{b}, z_{b}\right) \in S$. The surface $S$ could be represented as union of nonintersecting surfaces $S_{k}$, in which $r_{b}$ is a function of $z$. Then, using the continuity equation (4.10), the no-slip boundary condition $\sqrt[4.13]{ }$ and the kinematic condition 4.29 , we obtain

$$
\begin{align*}
\frac{\partial I\left(r_{b}(z), z\right)}{\partial z} & =\frac{\partial I}{\partial r_{b}} \frac{d r_{b}}{d z}+\frac{\partial I}{\partial z}=-r_{b} v\left(r_{b}, z\right) \cot \theta+\int_{r_{b}}^{R} r \frac{\partial v}{\partial z} d r= \\
& =-r_{b} v\left(r_{b}, z\right) \cot \theta-\int_{r_{b}}^{R} \frac{\partial}{\partial r}(r u) d r= \\
& =-r_{b} v\left(r_{b}, z\right) \frac{\cos \theta}{\sin \theta}-R u(R, z)+r_{b} u\left(r_{b}, z\right)=0 \tag{4.42}
\end{align*}
$$

4.3. Dimensionless form of the problem and general strategy for solving it.

The latter holds true for every $S_{k}$ and then it holds for $S$. Thus, the integral $\int_{r_{b}}^{R} r v d r$ is a constant for all points at $S$. Also if the integral flow rate condition 4.34) holds true, then it follows from 4.42 that the kinematic boundary condition 4.29 also holds true.

### 4.3 Dimensionless form of the problem and general strategy for solving it.

### 4.3.1 Dimensionless form in the case of free surfaces

In the case of fully mobile bubble surface, we obtain the Stokes problem 4.10 - 4.12) with applied no-slip boundary conditions at the wall of the capillary 4.13 , inlet/outlet boundary condition $(4.14)$, simple flow rate boundary condition (4.34), tangential 4.30 ) and normal boundary condition (4.31) at the bubble surface $S$, where $S$ is parametrized by the cylindrical coordinates $\left(r_{b}, z_{b}\right)$, which fulfill Eq. 4.25), and the mean curvature is computed, using 4.26). Next, the model is non-dimensionalized by introducing the following new dimensionless variables (with bars):

- the radial and axial coordinates are scaled with the capillary radius $R$

$$
\begin{equation*}
\bar{r}=\frac{r}{R}, \bar{z}=\frac{z}{R} \tag{4.43}
\end{equation*}
$$

- the arc length, the radial and axial coordinates of the bubble and the mean curvature - with the capillary radius $R$

$$
\begin{equation*}
\bar{r}_{b}=\frac{r_{b}}{R}, \bar{z}_{b}=\frac{z_{b}}{R}, \bar{s}=\frac{s}{R}, \bar{H}=H R ; \tag{4.44}
\end{equation*}
$$

- the velocity components - with the bubble velocity $V_{b}$

$$
\begin{equation*}
\bar{u}=\frac{u}{V_{b}}, \bar{v}=\frac{v}{V_{b}}, \bar{v}_{p}(\bar{r})=-2 \frac{V_{p m}}{V_{b}}\left(1-\bar{r}^{2}\right) ; \tag{4.45}
\end{equation*}
$$

- the pressure - with $\eta V_{b} / R$

$$
\begin{equation*}
\bar{p}_{b}=\frac{p_{b}}{\eta V_{b} / R}, \bar{p}=\frac{p}{\eta V_{b} / R} . \tag{4.46}
\end{equation*}
$$

The effects of buoyancy and capillary forces are measured, using the Bond number, Bo, the capillary numbers, $C a$ and $C a_{p m}$, and the relative increase in the velocity, $W$ :

$$
\begin{equation*}
B o=\frac{\rho g_{z} R^{2}}{\sigma}, C a=\frac{\eta V_{b}}{\sigma}, C a_{p m}=\frac{\eta V_{p m}}{\sigma}, W=1-\frac{V_{p m}}{V_{b}} . \tag{4.47}
\end{equation*}
$$

Using the non-dimensional variables, we obtain the dimensionless Stokes problem in cylindrical coordinates:

$$
\begin{align*}
& \frac{1}{\bar{r}} \frac{\partial}{\partial \bar{r}}(\bar{r} \bar{u})+\frac{\partial \bar{v}}{\partial \bar{z}}=0  \tag{4.48}\\
& \frac{\partial \bar{p}}{\partial \bar{r}}=\frac{\partial}{\partial \bar{r}}\left[\frac{1}{\bar{r}} \frac{\partial}{\partial \bar{r}}(\bar{r} \bar{u})\right]+\frac{\partial^{2} \bar{u}}{\partial \bar{z}^{2}}  \tag{4.49}\\
& \frac{\partial \bar{p}}{\partial \bar{z}}=\frac{1}{\bar{r}} \frac{\partial}{\partial \bar{r}}\left(\bar{r} \frac{\partial \bar{v}}{\partial \bar{r}}\right)+\frac{\partial^{2} \bar{v}}{\partial \bar{z}^{2}}+\frac{B o}{C a} \tag{4.50}
\end{align*}
$$

see Eqs. 4.10-4.12). The following boundary conditions are applied:

- boundary condition at the wall of the capillary

$$
\begin{equation*}
\bar{u}=0, \bar{v}=1 \text { at } \bar{r}=1 ; \tag{4.51}
\end{equation*}
$$

- inlet/outlet boundary conditions for $|\bar{z}| \rightarrow \infty$

$$
\begin{equation*}
\bar{u}=0, \bar{v}=1+\bar{v}_{p}(\bar{r}) \text { at }|\bar{z}| \rightarrow \infty ; \tag{4.52}
\end{equation*}
$$

- simple flow rate boundary condition

$$
\begin{equation*}
2 \int_{\bar{r}_{b}}^{1} \bar{r} \bar{v} d \bar{r}=1-\frac{V_{p m}}{V_{b}}=W \tag{4.53}
\end{equation*}
$$

- tangential stress boundary condition

$$
\begin{equation*}
\cos (2 \theta)\left(\frac{\partial \bar{v}}{\partial \bar{r}}+\frac{\partial \bar{u}}{\partial \bar{z}}\right)+\sin (2 \theta)\left(\frac{\partial \bar{v}}{\partial \bar{z}}-\frac{\partial \bar{u}}{\partial \bar{r}}\right)=0 \text { at } S ; \tag{4.54}
\end{equation*}
$$

- normal stress boundary condition

$$
\begin{equation*}
\bar{p}_{b}=\bar{p}-2 \sin ^{2} \theta\left[\cot ^{2} \theta \frac{\partial \bar{v}}{\partial \bar{z}}+\frac{\partial \bar{u}}{\partial \bar{r}}-\cot \theta\left(\frac{\partial \bar{v}}{\partial \bar{r}}+\frac{\partial \bar{u}}{\partial \bar{z}}\right)\right]+\frac{2 \bar{H}}{C a} \text { at } \mathrm{S}, \tag{4.55}
\end{equation*}
$$

where the bubble surface $S$ is computed, using the equations

$$
\begin{align*}
& \frac{d \bar{r}_{b}}{d \bar{s}}=\cos \theta  \tag{4.56}\\
& \frac{d \bar{z}_{b}}{d \bar{s}}=\sin \theta  \tag{4.57}\\
& 2 \bar{H}=\frac{d \theta}{d \bar{s}}+\frac{\sin \theta}{\bar{r}_{b}} \tag{4.58}
\end{align*}
$$

### 4.3.2 Dimensionless form in the case of tangentially immobile surfaces

In the case of tangentially immobile bubble surface, we obtain the Stokes problem 4.10)(4.12) with applied boundary conditions at the wall of the capillary (4.13), for $|z| \rightarrow \infty$ (4.14), normal boundary condition 4.33) and boundary condition for surface solidification 4.32) at the bubble surface $S$. In the non-dimensional variables, the conditions of the surface solidification 4.32 have the following form:

$$
\begin{equation*}
\bar{u}=0, \bar{v}=0 \text { at } \mathrm{S} \tag{4.59}
\end{equation*}
$$

and the normal boundary condition 4.33 reads

$$
\begin{equation*}
\bar{p}_{b}=\bar{p}+\frac{2 \bar{H}}{C a} \text { at } \mathrm{S} . \tag{4.60}
\end{equation*}
$$

In the rest of this chapter, we drop the bars for notational convenience.


Figure 4.5: Description of the main aspects in the strategy for solving of this problem

### 4.3.3 General strategy

In this subsection, we describe briefly our strategy for solving this problem. We assume that the characteristic dimensionless thickness of liquid layer, $\varepsilon$, far from the bubble apex is a small parameter of the considered problem and, therefore, rescale the radial coordinate, $r$, as $r=1+\varepsilon \xi$. The expansions in series for the radial and the axial components of the fluid velocity and for the pressure with respect to the small parameter, $\varepsilon$, are soughtout in the following form (4.100-(4.102). One substitutes the expansions 4.88, 4.100)(4.102) in the Stokes problem (4.48)- 4.50), closed with the no-slip 4.51), the simple flow rate 4.53 and the tangential boundary condition 4.54) or 4.59). Equating the leading coefficients in each of the equations, we obtain a system of partial differential equations with boundary conditions. Its solution, the zero-order approximations for the flow variables $u$, $v$ and $p$, is found analytically. Analogously, one gets the first-order approximations for the flow variables. Next, these approximations are substituted in the normal stress boundary condition and the system 4.196-4.199) of four ordinary differential equations for $r_{b}, z_{b}$, $\theta$ and the dynamic pressure difference $p_{s}$ is obtained (see Section 4.6). Further, we find appropriate initial conditions at the cylindrical part of the bubble, using small perturbations around the cylindrical shape of the bubble. Finally, the sought-out film thickness is obtained as a solution of a boundary value problem (additional conditions, ensuring closure of the bubble profile, are added) by using an iterative procedure.

### 4.4 Exact solution for the cylindrical part of long bubbles

In the case of long bubbles (bubbles with aspect ratios of bubble lengths to capillary diameters greater than 2), a well pronounced cylindrical part of the bubble shape appears.

Let us denote by $h$ the dimensionless thickness of the fluid layer and the respective value of the radial coordinate of the bubble - by $r_{c}=1-h$. In the cylindrical part of the bubble, the Stokes problem (4.48) - 4.50 with boundary conditions 4.51, 4.54, 4.55) in the case of fully mobile surfaces and the Stokes problem 4.48) - 4.50 with boundary conditions (4.51), 4.59, 4.60) in the case of fully immobile surfaces have exact solutions. The obtained Stokes problems are similar to the problem (U.101) - U.103) with the following differences. First, the problem 4.48-4.50 is dimensionless and, secondly, there is an additional term in 4.50 , namely $\overline{B o / C a}$. Due to these facts, we shall be looking for the solution of 4.48-4.50 in the form

$$
\begin{equation*}
u(r)=0, v(r)=\left(C_{e, 1}-\frac{B o}{C a}\right) \frac{r^{2}}{4}+C_{e, 2} \ln r+C_{e, 3} \tag{4.61}
\end{equation*}
$$

where $C_{e, 1}=\frac{d p}{d z}, C_{e, 2}$ and $C_{e, 3}$ are unknown constants, see Eq. U.118. Below, we shall consider the cases of free and tangentially immobile surfaces separately.

### 4.4.1 Free surfaces

The meniscus running slope angle in the cylindrical part of the bubble is $\theta=\frac{\pi}{2}$ and, thus, for fully mobile bubble interface, the tangential boundary condition (4.54) is simplified considerably

$$
\begin{equation*}
\left.\frac{\partial v}{\partial r}\right|_{r=r_{c}}=0 \tag{4.62}
\end{equation*}
$$

and the normal boundary condition 4.55 has the form

$$
\begin{equation*}
p_{b}=p+\frac{1}{C a \cdot r_{c}} \text { for } r=r_{c} \tag{4.63}
\end{equation*}
$$

From the latter, it follows that $C_{e, 1}=\frac{d p}{d z}=0$ for $r=r_{c}$. Substituting the general solution (4.61) in the no-slip boundary condition 4.51, we obtain

$$
\begin{equation*}
C_{e, 3}=1+\frac{1}{4} \frac{B o}{C a} \tag{4.64}
\end{equation*}
$$

or the general solution has the form

$$
\begin{equation*}
u(r)=0, v(r)=1+\frac{B o}{4 C a}\left(1-r^{2}\right)+C_{e, 2} \ln r . \tag{4.65}
\end{equation*}
$$

Using the simplified form of the tangential boundary condition 4.62), we obtain the exact solution for the cylindrical part of a fully mobile bubble surface:

$$
\begin{equation*}
v(r)=1+\frac{B o}{4 C a}\left(1-r^{2}\right)+\frac{B o}{2 C a} r_{c}^{2} \ln r . \tag{4.66}
\end{equation*}
$$

The substitution of the exact solution, Eqs. (4.66), in the integral flow rate condition, Eq. (4.53), leads to a relationship between the bubble velocity and the physical flow parameters:

$$
\begin{align*}
W & =\int_{r_{c}}^{1}\left[2 r+\frac{B o}{2 C a}\left(r-r^{3}\right)+\frac{B o}{C a} r_{c}^{2} r \ln r\right] d r \\
& =1-r_{c}^{2}+\frac{B o}{8 C a}\left(1-2 r_{c}^{2}+r_{c}^{4}\right)+\frac{B o}{4 C a} r_{c}^{2}\left[r_{c}^{2}\left(1-2 \ln r_{c}\right)-1\right] \\
& =1-r_{c}^{2}+\frac{B o}{8 C a}\left(1-4 r_{c}^{2}+3 r_{c}^{4}-4 r_{c}^{4} \ln r_{c}\right) \tag{4.67}
\end{align*}
$$

or equivalently

$$
\begin{equation*}
r_{c}^{2} C a=C a_{p m}+\frac{B o}{8}\left(1-4 r_{c}^{2}+3 r_{c}^{4}-4 r_{c}^{4} \ln r_{c}\right) \tag{4.68}
\end{equation*}
$$

In the latter, we use the fact

$$
\begin{equation*}
\int r \ln r d r=\frac{r^{2} \ln r}{2}-\int \frac{r}{2} d r=\frac{r^{2}}{4}(2 \ln r-1) \tag{4.69}
\end{equation*}
$$

The substitution of $C a_{p m}=0$ in Eq. 4.68 leads to the Goldsmith and Mason formula 4.24 for a bubble, on which only gravity acts. Eq. 4.68 gives an exact relationship between the dimensionless thickness $h$ and capillary number $C a$ for given values of the physical numbers $B o$ and $C a_{p m}$. In the case of small thicknesses of the cylindrical film layer, $h \ll 1$, the asymptotic expansion of Eq. 4.68 reads

$$
\begin{align*}
C a= & \frac{C a_{p m}}{r_{c}^{2}}+\frac{B o}{8}\left(\frac{1}{r_{c}^{2}}-4+3 r_{c}^{2}-4 r_{c}^{2} \ln r_{c}\right) \\
= & \left(1+2 h+3 h^{2}+4 h^{3}\right) C a_{p m}+\frac{B o}{8}\left[1+2 h+3 h^{2}+4 h^{3}\right. \\
& \left.-4+3-6 h+3 h^{2}-4\left(-h+\frac{3}{2} h^{2}-\frac{h^{3}}{3}\right)\right]+O\left(h^{4}\right) \\
= & C a_{p m}+2 C a_{p m} h+3 C a_{p m} h^{2}+\left(B o+6 C a_{p m}\right) \frac{2 h^{3}}{3}+O\left(h^{4}\right) . \tag{4.70}
\end{align*}
$$

Due to the fact $C a \geq 0$, we shall look for additional constraints on the values of $C a_{p m}$ and $B o$. If the bubble is in rest $(C a=0)$, then $C a_{p m} / B o$ can be computed as follows:

$$
\begin{equation*}
\frac{C a_{p m}}{B o}=-\frac{1}{8}\left(1-4 r_{c}^{2}+3 r_{c}^{4}-4 r_{c}^{4} \ln r_{c}\right) \tag{4.71}
\end{equation*}
$$

Otherwise, the capillary number $C a$ is positive (see Def. 4.47) and it follows

$$
\begin{equation*}
C a_{p m}+\frac{B o}{8}\left(1-4 r_{c}^{2}+3 r_{c}^{4}-4 r_{c}^{4} \ln r_{c}\right)>0 \tag{4.72}
\end{equation*}
$$

Depending on the sign of $B o$, there are two general cases - the Bond number $B o$ is positive or negative. If the gravity acts along the $z$-axis $(B o>0)$, then the following inequality:

$$
\begin{equation*}
\frac{C a_{p m}}{B o}>-\frac{1}{8}\left(1-4 r_{c}^{2}+3 r_{c}^{4}-4 r_{c}^{4} \ln r_{c}\right) \text { for } B o>0 \tag{4.73}
\end{equation*}
$$

holds true and the point $\left(h, C a_{p m} / B o\right)$ lies above the curve 4.71 , corresponding to the bubble at rest (see Fig. 4.6). Moreover, the capillary number $C a_{p m}$ could be positive (see Fig. 4.1a) or negative (see Fig. 4.1b). In case that $B o<0$, then the following inequality:

$$
\begin{equation*}
\frac{C a_{p m}}{B o}<-\frac{1}{8}\left(1-4 r_{c}^{2}+3 r_{c}^{4}-4 r_{c}^{4} \ln r_{c}\right) \text { for } B o<0 \tag{4.74}
\end{equation*}
$$

holds true, the point $\left(h, C a_{p m} / B o\right)$ is under the curve and the Poiseulle flow acts in direction, opposite of $O z\left(C a_{p m}>0\right)$, see Fig. 4.6.

This statement follows from the fact that

$$
\begin{equation*}
f_{1}\left(r_{c}\right):=1-4 r_{c}^{2}+3 r_{c}^{4}-4 r_{c}^{4} \ln r_{c} \tag{4.75}
\end{equation*}
$$



Figure 4.6: Regions of different signs for the Bond number, Bo, depending on the dimensionless wetting film thickness, $h$, in the case of free surfaces. Solid line corresponds to $C a=0$.
is positive for $r_{c} \in(0,1)$. In order to prove that let us denote by $f_{2}\left(r_{c}\right)$ the following expression:

$$
\begin{equation*}
f_{2}\left(r_{c}\right):=1-r_{c}^{2}+2 r_{c}^{2} \ln r_{c} \tag{4.76}
\end{equation*}
$$

Using the fact that $f_{2}\left(r_{c}\right)$ decreases for $r_{c} \in(0,1)$ and

$$
\begin{equation*}
f_{2}\left(r_{c}\right)>f_{2}(1)=0 \text { for } r_{c} \in(0,1) \tag{4.77}
\end{equation*}
$$

we conclude that the function $f_{1}\left(r_{c}\right)$ decreases for $r_{c} \in(0,1)$ and, thus,

$$
\begin{equation*}
f_{1}\left(r_{c}\right)>f_{1}(1)=0 \text { for } r_{c} \in(0,1) \tag{4.78}
\end{equation*}
$$

### 4.4.2 Tangentially immobile surfaces

In the case of tangentially immobile surfaces, the normal stress boundary condition 4.60 is equivalent to 4.63 . Then, by substituting the solution 4.65 in the condition for surface solidification 4.59), the exact solution of the problem in the cylindrical part is obtained in the form:

$$
\begin{equation*}
u(r)=0, v(r)=1+\frac{B o}{4 C a}\left(1-r^{2}\right)-\left[1+\frac{B o}{4 C a}\left(1-r_{c}^{2}\right)\right] \frac{\ln r}{\ln r_{c}} \tag{4.79}
\end{equation*}
$$

The relationship between the bubble velocity and the physical flow parameters for tangentially immobile surfaces is obtained as follows:

$$
\begin{align*}
W= & \int_{r_{c}}^{1}\left\{2 r+\frac{B o}{2 C a}\left(r-r^{3}\right)-2\left[1+\frac{B o}{4 C a}\left(1-r_{c}^{2}\right)\right] \frac{r \ln r}{\ln r_{c}}\right\} d r \\
= & 1-r_{c}^{2}+\frac{B o}{8 C a}\left(1-2 r_{c}^{2}+r_{c}^{4}\right) \\
& +\left[1+\frac{B o}{4 C a}\left(1-r_{c}^{2}\right)\right] \frac{\left[1-r_{c}^{2}\left(1-2 \ln r_{c}\right)\right]}{2 \ln r_{c}} \\
= & 1+\frac{1-r_{c}^{2}}{2 \ln r_{c}}+\frac{B o}{8 C a}\left[1-r_{c}^{4}+\frac{\left(1-r_{c}^{2}\right)^{2}}{\ln r_{c}}\right] \tag{4.80}
\end{align*}
$$

or equivalently

$$
\begin{equation*}
\frac{r_{c}^{2}-1}{2 \ln r_{c}} C a=C a_{p m}+\frac{B o}{8}\left[1-r_{c}^{4}+\frac{\left(1-r_{c}^{2}\right)^{2}}{\ln r_{c}}\right] . \tag{4.81}
\end{equation*}
$$

Eq. (4.81) gives an exact relationship between the dimensionless thickness $h$ and capillary number $C a$ for given values of the physical numbers $B o$ and $C a_{p m}$ in the case of tangentially immobile surfaces. For a bubble in rest ( $C a=0$ ), we obtain

$$
\begin{equation*}
\frac{C a_{p m}}{B o}=-\frac{1}{8}\left[1-r_{c}^{4}+\frac{\left(1-r_{c}^{2}\right)^{2}}{\ln r_{c}}\right] . \tag{4.82}
\end{equation*}
$$

Otherwise, in the case $C a>0$, one gets

$$
\begin{align*}
& \frac{C a_{p m}}{B o}>-\frac{1}{8}\left[1-r_{c}^{4}+\frac{\left(1-r_{c}^{2}\right)^{2}}{\ln r_{c}}\right] \text { for } B o>0,  \tag{4.83}\\
& \frac{C a_{p m}}{B o}<-\frac{1}{8}\left[1-r_{c}^{4}+\frac{\left(1-r_{c}^{2}\right)^{2}}{\ln r_{c}}\right] \text { for } B o<0, \tag{4.84}
\end{align*}
$$

see Fig. 4.7. In order to investigate the sign of the right hand-side of the latter, we introduce the following function:

$$
\begin{equation*}
f_{3}\left(r_{c}\right):=r_{c}^{2}-1-\left(1+r_{c}^{2}\right) \ln r_{c} . \tag{4.85}
\end{equation*}
$$

It decreases with the increase of $r_{c}$ for $r_{c} \in(0,1)$, see Eq. 4.77). Thus, it follows

$$
\begin{equation*}
f_{3}\left(r_{c}\right)>f_{3}(1)=0 \text { for } r_{c} \in(0,1) . \tag{4.86}
\end{equation*}
$$

Using the latter, we conclude that the right hand-side of 4.84) is negative and, then, $C a_{p m}$ is positive in the case of $B o<0$ (see Fig. 4.7).

Fig. 4.7 shows the regions of positive capillary numbers, $C a>0$, for bubbles with immobile surfaces. If the gravity acts along the $z$-axis ( $B o>0$ ), then the Poiseuille flow in the opposite direction ( $C a_{p m}>0$ ) always accelerates the bubble motion. The Poiseuille flow along the $z$-axis $\left(C a_{p m}<0\right)$ decreases the translational bubble velocity, $V_{b}$, and the solid lines in Fig. 4.7 correspond to the bubble in the state of rest. As can be expected, the gravity decelerates the bubble motion for $g_{z}<0(B o<0)$. To ensure the bubble translation with $V_{b}>0$, one should apply an intensive enough pressure gradient to have $C a_{p m}>0$.


Figure 4.7: Regions of different signs for the Bond number, Bo, depending on the dimensionless wetting film thickness, $h$, in the case of tangentially immobile surfaces. Solid line corresponds to $C a=0$.

In the case of small thicknesses of the cylindrical film layer, $h \ll 1$, the asymptotic expansion of Eq. 4.81 reads

$$
\begin{align*}
C a & =\frac{2 \ln r_{c}}{\left(r_{c}+1\right)\left(r_{c}-1\right)} C a_{p m}-\frac{B o}{4}\left[1-r_{c}^{2}+\left(1+r_{c}^{2}\right) \ln r_{c}\right] \\
& =\frac{2\left[-h-\frac{h^{2}}{2}-\frac{h^{3}}{3}-\frac{h^{4}}{4}+O\left(h^{5}\right)\right]}{-2 h+h^{2}} C a_{p m} \\
& -\frac{B o}{4}\left\{2 h-h^{2}+\left(2-2 h+h^{2}\right)\left[-h-\frac{h^{2}}{2}-\frac{h^{3}}{3}+O\left(h^{4}\right)\right]\right\} \\
& =\left[1+h+\frac{5 h^{2}}{6}+\frac{2 h^{3}}{3}+O\left(h^{4}\right)\right] C a_{p m}+\frac{h^{3}}{6} B o+O\left(h^{4}\right) \\
& =C a_{p m}+C a_{p m} h+\frac{5}{6} C a_{p m} h^{2}+\left(B o+4 C a_{p m}\right) \frac{h^{3}}{6}+O\left(h^{4}\right) . \tag{4.87}
\end{align*}
$$

One sees that the linear term for free bubble surfaces is 2 times greater than that for immobile interfaces, while that related to the gravity (proportional to $h^{3}$ ) is 4 times greater.

### 4.5 Generalized lubrication approximation

In the lubrication approximation, one assumes that the partial derivatives in $z$-direction are smaller than those in the radial direction 4.75, 4.81. Then, the Stokes problem 4.48),
(4.49) and (4.50) with the no-slip, the simple flow rate and the tangential boundary conditions could be solved analytically. Obtaining the approximations for the flow variables, the normal stress boundary condition is used to calculate the bubble shape, which corresponds to the asymptotic solution of the simplified hydrodynamic problem. Usually one solves only the zero-order approximation in respective reduced Cartesian coordinate system [4.1] or in original cylindrical coordinate system [4.80]. Here, the Stokes equations and boundary conditions are formulated in the lubrication approximation including the zero- and first-order approximations in the following sections. The exact solutions for the zero- and first-order approximations of the velocity and pressure extend the validity of the expressions for the flow parameters and increase the accuracy of obtained results, see Section 4.7.1.

### 4.5.1 Leading-order problem

We assume that the characteristic dimensionless thickness of liquid layer, $\varepsilon$, far from the bubble apex is a small parameter of the considered problem and, therefore, rescale the radial coordinate, $r$, as follows:

$$
\begin{equation*}
r=1+\varepsilon \xi, \tag{4.88}
\end{equation*}
$$

where $\xi$ is the new radial coordinat $\underbrace{1}$. Then, the derivatives $\frac{\partial}{\partial r}$ and $\frac{\partial^{2}}{\partial r^{2}}$ are computed:

$$
\begin{align*}
\frac{\partial}{\partial r} & =\frac{d \xi}{d r} \frac{\partial}{\partial \xi}=\frac{1}{\varepsilon} \frac{\partial}{\partial \xi}  \tag{4.89}\\
\frac{\partial^{2}}{\partial r^{2}} & =\left(\frac{d \xi}{d r}\right)^{2} \frac{\partial^{2}}{\partial \xi^{2}}=\frac{1}{\varepsilon^{2}} \frac{\partial^{2}}{\partial \xi^{2}} \tag{4.90}
\end{align*}
$$

Due to the change of the radial coordinate, it is important to rescale the velocity components, depending on the direction, in which they act. Thus, the radial component $u$ (acting in direction $r$ ) is scaled with the small parameter $\varepsilon$ and the axial component $v$ (acting in direction $z$ ) is scaled with 1 :

$$
\begin{equation*}
\hat{u}=\frac{u}{\varepsilon}, \hat{v}=v \tag{4.91}
\end{equation*}
$$

If we choose different scale for the radial component of the velocity, the mass conservation law would not hold. By substituting (4.91) in (4.48)- (4.50). ${ }^{2}$ we obtain the following system:

$$
\begin{align*}
& \frac{1}{1+\varepsilon \xi} \frac{\partial}{\partial \xi}(r \hat{u})+\frac{\partial \hat{v}}{\partial z}=0  \tag{4.92}\\
& \frac{\partial p}{\partial \xi}=\frac{\partial}{\partial \xi}\left(\frac{1}{r} \frac{\partial}{\partial \xi}(r \hat{u})\right)+\varepsilon^{2} \frac{\partial^{2} \hat{u}}{\partial z^{2}}  \tag{4.93}\\
& \varepsilon^{2} \frac{\partial p}{\partial z}=\frac{1}{r} \frac{\partial}{\partial \xi}\left(r \frac{\partial \hat{v}}{\partial \xi}\right)+\varepsilon^{2} \frac{\partial^{2} \hat{v}}{\partial z^{2}}+\varepsilon^{2} \frac{B o}{C a} \tag{4.94}
\end{align*}
$$

Next, we shall find an appropriate scale for the pressure $p$ :

$$
\begin{equation*}
\hat{p}=\varepsilon^{k} p, \tag{4.95}
\end{equation*}
$$

[^2]using physical considerations. In the current problem, we consider flow, which moves due to the pressure gradient $\frac{\partial p}{\partial z}$ and gravity. The latter means that we cannot neglect the pressure gradient $\frac{\partial p}{\partial z}$ and, therefore, $k \geq 2$, see Eq. 4.94. On the other hand, choosing $k>2$ leads to the conclusion $\frac{\partial \hat{p}}{\partial \xi}=\frac{\partial \hat{p}}{\partial z}=0$ or the flow is not moving. Therefore, the appropriate scaling for $p$ is
\[

$$
\begin{equation*}
\hat{p}=\varepsilon^{2} p \tag{4.96}
\end{equation*}
$$

\]

Analogously, the term $B o / C a$, which describes the gravitational force, have to be scaled as

$$
\begin{equation*}
G=\varepsilon^{2} \frac{B o}{C a} \tag{4.97}
\end{equation*}
$$

### 4.5.2 Iteration formulation of the equations

The solution of hydrodynamic problem could be presented in the approximation form

$$
\begin{equation*}
u=u_{0}+u_{1}+u_{2}+\cdots, v=v_{0}+v_{1}+v_{2}+\cdots, p=p_{0}+p_{1}+p_{2}+\cdots, \tag{4.98}
\end{equation*}
$$

where the subscript " 0 " denotes the zero-order approximation, " 1 "-the first correction term, "2" - the second correction term, etc. Taking into account the leading order of the variables $u, v, p$ (see Sec. 4.5.1), the zero-order approximations, first and second corrections $u_{k}, v_{k}$ and $p_{k}$ are defined by the following expressions:

$$
\begin{equation*}
u_{k}=\varepsilon^{k+1} \tilde{u}_{k}, v_{k}=\varepsilon^{k} \tilde{v}_{k}, p_{k}=\varepsilon^{k-2} \tilde{p}_{k} \tag{4.99}
\end{equation*}
$$

Then, the expansions in series for the radial and the axial components of the fluid velocity and for the pressure with respect to the small parameter, $\varepsilon$, are sought-out in the following form:

$$
\begin{align*}
u & =\varepsilon \tilde{u}_{0}+\varepsilon^{2} \tilde{u}_{1}+\varepsilon^{3} \tilde{u}_{2}+O\left(\varepsilon^{4}\right)  \tag{4.100}\\
v & =\tilde{v}_{0}+\varepsilon \tilde{v}_{1}+\varepsilon^{2} \tilde{v}_{2}+O\left(\varepsilon^{3}\right)  \tag{4.101}\\
p & =\frac{\tilde{p}_{0}}{\varepsilon^{2}}+\frac{\tilde{p}_{1}}{\varepsilon}+\tilde{p}_{2}+O(\varepsilon) \tag{4.102}
\end{align*}
$$

In terms of the new variables (4.88, 4.100) 4.102 , the Stokes problem 4.48- 4.50 acquires the following form:

$$
\begin{align*}
\frac{1}{1+\varepsilon \xi} & \frac{\partial\left[(1+\varepsilon \xi) \tilde{u}_{0}\right]}{\partial \xi}+\frac{\partial \tilde{v}_{0}}{\partial z}+\varepsilon\left\{\frac{1}{1+\varepsilon \xi} \frac{\partial\left[(1+\varepsilon \xi) \tilde{u}_{1}\right]}{\partial \xi}+\frac{\partial \tilde{v}_{1}}{\partial z}\right\} \\
& +\varepsilon^{2}\left\{\frac{1}{1+\varepsilon \xi} \frac{\partial\left[(1+\varepsilon \xi) \tilde{u}_{2}\right]}{\partial \xi}+\frac{\partial \tilde{v}_{2}}{\partial z}\right\}=O\left(\varepsilon^{3}\right)  \tag{4.103}\\
\frac{\partial \tilde{p}_{0}}{\partial \xi} & +\varepsilon \frac{\partial \tilde{p}_{1}}{\partial \xi}+\varepsilon^{2} \frac{\partial}{\partial \xi}\left\{\tilde{p}_{2}-\frac{1}{1+\varepsilon \xi} \frac{\partial\left[(1+\varepsilon \xi) \tilde{u}_{0}\right]}{\partial \xi}\right\}=O\left(\varepsilon^{3}\right)  \tag{4.104}\\
\frac{\partial \tilde{p}_{0}}{\partial z} & -\frac{1}{1+\varepsilon \xi} \frac{\partial}{\partial \xi}\left[(1+\varepsilon \xi) \frac{\partial \tilde{v}_{0}}{\partial \xi}\right]-G \\
& +\varepsilon\left\{\frac{\partial \tilde{p}_{1}}{\partial z}-\frac{1}{1+\varepsilon \xi} \frac{\partial}{\partial \xi}\left[(1+\varepsilon \xi) \frac{\partial \tilde{v}_{1}}{\partial \xi}\right]\right\} \\
& +\varepsilon^{2}\left\{\frac{\partial \tilde{p}_{2}}{\partial z}-\frac{1}{1+\varepsilon \xi} \frac{\partial}{\partial \xi}\left[(1+\varepsilon \xi) \frac{\partial \tilde{v}_{2}}{\partial \xi}\right]-\frac{\partial^{2} \tilde{v}_{0}}{\partial z^{2}}\right\}=O\left(\varepsilon^{3}\right) \tag{4.105}
\end{align*}
$$

Note that we keep the original form of the operators, acting in the radial direction, in the system 4.104-4.105) for computational convenience.

Next, we shall find the asymptotic expansions of the boundary conditions. Firstly, the asymptotic expansion of the no-slip boundary conditions 4.51 has the following form:

$$
\begin{equation*}
\tilde{u}_{0}+\varepsilon \tilde{u}_{1}+\varepsilon^{2} \tilde{u}_{2}=O\left(\varepsilon^{3}\right), \tilde{v}_{0}+\varepsilon \tilde{v}_{1}+\varepsilon^{2} \tilde{v}_{2}=1+O\left(\varepsilon^{3}\right) \text { at } \mathrm{r}=1 \tag{4.106}
\end{equation*}
$$

Analogously, the asymptotic expansion of the simple flow rate condition 4.53 is

$$
\begin{equation*}
\int_{r_{b}}^{1} r \tilde{v}_{0} d r+\varepsilon \int_{r_{b}}^{1} r \tilde{v}_{1} d r+\varepsilon^{2} \int_{r_{b}}^{1} r \tilde{v}_{2} d r=\frac{W}{2}+O\left(\varepsilon^{3}\right) \tag{4.107}
\end{equation*}
$$

## Surface parametrization in the new variables

The other boundary conditions depend on the parametrization of the bubble surface. Hence, the radial coordinate of the bubble profile, $r_{b}$, is rescaled similarly to Eq. 4.88:

$$
\begin{equation*}
r_{b}=1+\varepsilon \xi_{b} \tag{4.108}
\end{equation*}
$$

In order to compute the expressions for the tangential and normal boundary conditions, we express $\cot \theta$ in terms of $\varepsilon$ :

$$
\begin{equation*}
\cot \theta=\frac{\cos \theta}{\sin \theta}=\frac{d r_{b}}{d z_{b}}=\varepsilon \frac{d \xi_{b}}{d z} . \tag{4.109}
\end{equation*}
$$

Using the latter, we find the asymptotic expansions of $\sin ^{2} \theta$ and $\cos ^{2} \theta$ :

$$
\begin{align*}
\sin ^{2} \theta & =\frac{1}{1+\cot ^{2} \theta}=\frac{1}{1+\varepsilon^{2}\left(\frac{d \xi_{b}}{d z}\right)^{2}}=1-\left(\frac{d \xi_{b}}{d z}\right)^{2} \varepsilon^{2}+O\left(\varepsilon^{3}\right)  \tag{4.110}\\
\cos ^{2} \theta & =1-\sin ^{2} \theta=\left(\frac{d \xi_{b}}{d z}\right)^{2} \varepsilon^{2}+O\left(\varepsilon^{3}\right) \tag{4.111}
\end{align*}
$$

## Tangential boundary condition in the new variables

The expansion in series of the condition for surface solidification 4.59 has the following form:

$$
\begin{equation*}
\tilde{u}_{0}+\varepsilon \tilde{u}_{1}+\varepsilon^{2} \tilde{u}_{2}=O\left(\varepsilon^{3}\right), \tilde{v}_{0}+\varepsilon \tilde{v}_{1}+\varepsilon^{2} \tilde{v}_{2}=O\left(\varepsilon^{3}\right) \text { at } \mathrm{S}, \tag{4.112}
\end{equation*}
$$

while the expansion - of the tangential stress boundary condition in the case of free surfaces (4.54) reads

$$
\begin{equation*}
\frac{\partial \tilde{v}_{0}}{\partial \xi}+\varepsilon \frac{\partial \tilde{v}_{1}}{\partial \xi}+\varepsilon^{2}\left[\frac{\partial \tilde{u}_{0}}{\partial z}+\frac{\partial \tilde{v}_{2}}{\partial \xi}-2 \frac{d \xi_{b}}{d z}\left(\frac{\partial \tilde{v}_{0}}{\partial z}-\frac{\partial \tilde{u}_{0}}{\partial \xi}\right)\right]=O\left(\varepsilon^{3}\right) \text { at } \mathrm{S} . \tag{4.113}
\end{equation*}
$$

The latter is obtained as follows. Firstly, we substitute Eq. 4.88 in Eq. 4.54 and get

$$
\begin{equation*}
\cos (2 \theta)\left(\frac{1}{\varepsilon} \frac{\partial v}{\partial \xi}+\frac{\partial u}{\partial z}\right)+\sin (2 \theta)\left(\frac{\partial v}{\partial z}-\frac{1}{\varepsilon} \frac{\partial u}{\partial \xi}\right)=0 \text { at } \mathrm{S} . \tag{4.114}
\end{equation*}
$$

Multiplying the latter by $\varepsilon$, we obtain

$$
\begin{equation*}
\left(2 \cos ^{2} \theta-1\right)\left(\varepsilon \frac{\partial u}{\partial z}+\frac{\partial v}{\partial \xi}\right)+2 \sin ^{2} \theta \cot \theta\left(\varepsilon \frac{\partial v}{\partial z}-\frac{\partial u}{\partial \xi}\right)=0 \tag{4.115}
\end{equation*}
$$

Substituting the asymptotic expansions 4.100) 4.101, 4.109 -4.111 in Eq. 4.115, one gets

$$
\begin{align*}
{\left[2\left(\varepsilon \frac{d \xi_{b}}{d z}\right)^{2}-1\right] } & \cdot\left[\varepsilon^{2} \frac{\partial \tilde{u}_{0}}{\partial z}+\frac{\partial}{\partial \xi}\left(\tilde{v}_{0}+\varepsilon \tilde{v}_{1}+\varepsilon^{2} \tilde{v}_{2}\right)\right] \\
& +2 \varepsilon^{2} \frac{d \xi_{b}}{d z}\left(\frac{\partial \tilde{v}_{0}}{\partial z}-\frac{\partial \tilde{u}_{0}}{\partial \xi}\right)=O\left(\varepsilon^{3}\right) \text { at } \mathrm{S} \tag{4.116}
\end{align*}
$$

or equivalently

$$
\begin{equation*}
\frac{\partial \tilde{v}_{0}}{\partial \xi}+\varepsilon \frac{\partial \tilde{v}_{1}}{\partial \xi}+\varepsilon^{2}\left[\frac{\partial \tilde{u}_{0}}{\partial z}+\frac{\partial \tilde{v}_{2}}{\partial \xi}-2 \frac{d \xi_{b}}{d z}\left(\frac{\partial \tilde{v}_{0}}{\partial z}-\frac{\partial \tilde{u}_{0}}{\partial \xi}\right)-2\left(\frac{d \xi_{b}}{d z}\right)^{2} \frac{\partial \tilde{v}_{0}}{\partial \xi}\right]=O\left(\varepsilon^{3}\right) \text { at } \mathrm{S} \tag{4.117}
\end{equation*}
$$

From the latter, it follows that

$$
\begin{equation*}
\frac{\partial \tilde{v}_{0}}{\partial \xi}=0 \text { at } \mathrm{S} \tag{4.118}
\end{equation*}
$$

Thus, we obtain Eq. 4.113.

## Normal boundary condition in the new variables

In terms of the new variables 4.100 4.102, the expansion in series of the normal stress boundary condition acquires the following form:

$$
\begin{equation*}
p_{b}=p_{0}+p_{1}+p_{2}+\frac{2 H}{C a}+O(\varepsilon) \text { at } \mathrm{S} \tag{4.119}
\end{equation*}
$$

in the case of immobile surfaces, see Eq. 4.60, and

$$
\begin{equation*}
p_{b}=p_{0}+p_{1}+p_{2}+\frac{2 H}{C a}-2 \frac{\partial u_{0}}{\partial r}+O(\varepsilon) \text { at } \mathrm{S} \tag{4.120}
\end{equation*}
$$

in the case of free surfaces, see Eq. 4.55. In the next lines, we shall prove that equation 4.120 holds true. In order to do that, we substitute Eq. 4.88 in Eq. 4.55 and obtain

$$
\begin{equation*}
p_{b}=p+\frac{2 H}{C a}-2 \sin ^{2} \theta\left[\frac{1}{\varepsilon} \frac{\partial u}{\partial \xi}+\cot ^{2} \theta \frac{\partial v}{\partial z}-\cot \theta\left(\frac{1}{\varepsilon} \frac{\partial v}{\partial \xi}+\frac{\partial u}{\partial z}\right)\right] \text { at } \mathrm{S} . \tag{4.121}
\end{equation*}
$$

Using Eq. 4.102), the latter acquires the form

$$
\begin{align*}
\varepsilon^{2} p_{b} & =\tilde{p}_{0}+\varepsilon \tilde{p}_{1}+\varepsilon^{2}\left(\tilde{p}_{2}+\frac{2 H}{C a}\right) \\
& -2 \varepsilon \sin ^{2} \theta\left[\frac{\partial u}{\partial \xi}+\varepsilon \cot ^{2} \theta \frac{\partial v}{\partial z}-\cot \theta\left(\frac{\partial v}{\partial \xi}+\varepsilon \frac{\partial u}{\partial z}\right)\right] \text { at S. } \tag{4.122}
\end{align*}
$$

Substituting the asymptotic expansions 4.100 4.101, 4.110 in 4.122, one concludes

$$
\begin{equation*}
\varepsilon^{2} p_{b}=\tilde{p}_{0}+\varepsilon \tilde{p}_{1}+\varepsilon^{2}\left(\tilde{p}_{2}+\frac{2 H}{C a}\right)-2 \varepsilon\left[1+O\left(\varepsilon^{2}\right)\right]\left(\varepsilon \frac{\partial \tilde{u}_{0}}{\partial \xi}-\varepsilon \frac{d \xi_{b}}{d z} \frac{\partial \tilde{v}_{0}}{\partial \xi}\right)+O\left(\varepsilon^{3}\right) \text { at } \mathrm{S} \tag{4.123}
\end{equation*}
$$

From the latter and Eq. 4.118, it follows

$$
\begin{equation*}
\varepsilon^{2} p_{b}=\tilde{p}_{0}+\varepsilon \tilde{p}_{1}+\varepsilon^{2}\left(\tilde{p}_{2}+\frac{2 H}{C a}-2 \frac{\partial \tilde{u}_{0}}{\partial \xi}\right)+O\left(\varepsilon^{3}\right) \text { at } \mathrm{S}, \tag{4.124}
\end{equation*}
$$

which is equivalent to Eq. 4.120, see Eq. 4.99.

### 4.5.3 Zero-order approximations $u_{0}, v_{0}, p_{0}$

The zero-order approximation of the Stokes problem 4.103- 4.105 is

$$
\begin{align*}
\frac{1}{1+\varepsilon \xi} \frac{\partial\left[(1+\varepsilon \xi) \tilde{u}_{0}\right]}{\partial \xi}+\frac{\partial \tilde{v}_{0}}{\partial z} & =0  \tag{4.125}\\
\frac{\partial \tilde{p}_{0}}{\partial \xi} & =0  \tag{4.126}\\
\frac{\partial \tilde{p}_{0}}{\partial z}-G-\frac{1}{1+\varepsilon \xi} \frac{\partial}{\partial \xi}\left[(1+\varepsilon \xi) \frac{\partial \tilde{v}_{0}}{\partial \xi}\right] & =0 \tag{4.127}
\end{align*}
$$

It is more convenient to solve this problem in its original notation. Changing the variables back to the original ones $r, u_{0}, v_{0}, p_{0}$, we obtain the problem

$$
\begin{align*}
\frac{1}{r} \frac{\partial}{\partial r}\left(r u_{0}\right)+\frac{\partial v_{0}}{\partial z} & =0  \tag{4.128}\\
\frac{\partial p_{0}}{\partial r} & =0  \tag{4.129}\\
\frac{\partial p_{0}}{\partial z}-\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial v_{0}}{\partial r}\right)-\frac{B o}{C a} & =0 \tag{4.130}
\end{align*}
$$

The zero-order approximations of the boundary conditions in the original variables are listed below:

- the no-slip boundary conditions at the wall:

$$
\begin{equation*}
u_{0}=0, v_{0}=1 \text { at } \mathrm{r}=1 ; \tag{4.131}
\end{equation*}
$$

- simple flow rate condition ${ }^{3}$

$$
\begin{equation*}
\int_{r_{b}}^{1} r v_{0} d r=\frac{W}{2} \tag{4.132}
\end{equation*}
$$

- the tangential stress boundary condition in case of immobile surfaces:

$$
\begin{equation*}
u_{0}=0, v_{0}=0 \text { at } \mathrm{S} \tag{4.133}
\end{equation*}
$$

or in case of free surfaces:

$$
\begin{equation*}
\frac{\partial v_{0}}{\partial r}=0 \text { at } \mathrm{S} \tag{4.134}
\end{equation*}
$$

From (4.129), it is obvious that $p_{0}=p_{0}(z)$. Then, using Eq. 4.130), the general form of the velocity along the $z$-axis $v_{0}$ is obtained

$$
\begin{equation*}
v_{0}(r, z)=\left(\frac{d p_{0}}{d z}-\frac{B o}{C a}\right) \frac{r^{2}}{4}+P_{0}(z) \ln r+Q_{0}(z) \tag{4.135}
\end{equation*}
$$

[^3]where $P_{0}(z)$ and $Q_{0}(z)$ are unknown functions of $z$, see Eq. 4.61. Substituting the latter in the no-slip boundary condition 4.131, we obtain
\[

$$
\begin{equation*}
Q_{0}(z)=1-\frac{1}{4}\left(\frac{d p_{0}}{d z}-\frac{B o}{C a}\right) \tag{4.136}
\end{equation*}
$$

\]

Hence, an expression for $v_{0}(r, z)$ in the form

$$
\begin{equation*}
v_{0}(r, z)=1-\frac{1}{4}\left(\frac{d p_{0}}{d z}-\frac{B o}{C a}\right)\left(1-r^{2}\right)+P_{0}(z) \ln r . \tag{4.137}
\end{equation*}
$$

is derived. In order to find $P_{0}(z)$, we substitute the latter in the flow rate condition 4.132 and obtain consecutively:

$$
\begin{align*}
\frac{W}{2}= & \int_{r_{b}}^{1}\left[r-\frac{1}{4}\left(\frac{d p_{0}}{d z}-\frac{B o}{C a}\right)\left(r-r^{3}\right)+P_{0}(z) r \ln r\right] d r \\
= & \frac{1-r_{b}^{2}}{2}-\frac{1}{16}\left(\frac{d p_{0}}{d z}-\frac{B o}{C a}\right)\left(1-2 r_{b}^{2}+r_{b}^{4}\right) \\
& -\frac{P_{0}(z)}{4}\left(1-r_{b}^{2}+2 r_{b}^{2} \ln r_{b}\right) . \tag{4.138}
\end{align*}
$$

In the latter, we used 4.69. Expressing $P_{0}(z)$ from 4.138, one concludes that

$$
\begin{equation*}
P_{0}(z)=\frac{8\left(1-r_{b}^{2}-W\right)-\left(\frac{d p_{0}}{d z}-\frac{B o}{C a}\right)\left(1-r_{b}^{2}\right)^{2}}{4\left(1-r_{b}^{2}+2 r_{b}^{2} \ln r_{b}\right)} \tag{4.139}
\end{equation*}
$$

holds true. Then, $v_{0}(r, z)$ acquires the form:

$$
\begin{equation*}
v_{0}(r, z)=1+\frac{A}{4}\left(1-r^{2}\right)+\frac{B}{4} \ln r \tag{4.140}
\end{equation*}
$$

where the functions $A(z)$ and $B(z)$ are given by the following definitions:

$$
\begin{equation*}
A(z)=\frac{B o}{C a}-\frac{d p_{0}}{d z}, B(z)=\frac{A\left(1-r_{b}^{2}\right)^{2}-8\left(W-1+r_{b}^{2}\right)}{1-r_{b}^{2}+2 r_{b}^{2} \ln r_{b}} \tag{4.141}
\end{equation*}
$$

By integrating the continuity equation 4.128 and using (4.69), $u_{0}$ could be computed as follows:

$$
\begin{align*}
u_{0} & =-\frac{1}{r} \int r \frac{\partial v_{0}}{\partial z} d r=\frac{1}{4 r} \frac{d A}{d z} \int\left(r^{3}-r\right) d r-\frac{1}{4 r} \frac{d B}{d z} \int r \ln r d r \\
& =\frac{1}{16}\left[\frac{d A}{d z}\left(r^{3}-2 r\right)-\frac{d B}{d z} r(2 \ln r-1)\right]+\frac{R_{0}(z)}{r} \tag{4.142}
\end{align*}
$$

In order to find the unknown function $R_{0}(z)$, we substitute the obtained result in the no-slip boundary condition 4.131) and get the following expressions for $R_{0}(z)$ :

$$
\begin{equation*}
R_{0}(z)=\frac{1}{16}\left(\frac{d A}{d z}-\frac{d B}{d z}\right) \tag{4.143}
\end{equation*}
$$

and, thus, $u_{0}$ has the form

$$
\begin{equation*}
u_{0}(r, z)=\frac{d A}{d z} \cdot \frac{\left(1-r^{2}\right)^{2}}{16 r}-\frac{d B}{d z} \cdot \frac{1-r^{2}+2 r^{2} \ln r}{16 r} \tag{4.144}
\end{equation*}
$$

## Immobile surfaces

In this case, the velocity at the bubble surface is equal to zero, see Eq. 4.133). Using Eqs. (4.133), 4.140 and 4.141, we obtain

$$
\begin{align*}
0=v_{0}\left(r_{b}\right)=1 & +\frac{A}{4}\left(1-r_{b}^{2}\right) \\
& +\frac{A\left(1-r_{b}^{2}\right)^{2}-8\left(W-1+r_{b}^{2}\right)}{4\left(1-r_{b}^{2}+2 r_{b}^{2} \ln r_{b}\right)} \ln r_{b} \tag{4.145}
\end{align*}
$$

By expressing $A(z)$ from the latter and substituting it in 4.141), we calculate the derivative of pressure function $p_{0}$ :

$$
\begin{equation*}
\frac{d p_{0}}{d z}-\frac{B o}{C a}=-A(z)=\frac{4\left[1-r_{b}^{2}+2(1-W) \ln r_{b}\right]}{\left(1-r_{b}^{2}\right)\left[1-r_{b}^{2}+\left(1+r_{b}^{2}\right) \ln r_{b}\right]} \tag{4.146}
\end{equation*}
$$

The substitution of the obtained expression, Eq. 4.146), for the function $A(z)$ in the definition of function $B(z)$, Eq. 4.141), gives an explicit formula for the function $B(z)$

$$
\begin{equation*}
B(z)=-\frac{4\left(2 W-1+r_{b}^{2}\right)}{1-r_{b}^{2}+\left(1+r_{b}^{2}\right) \ln r_{b}} \tag{4.147}
\end{equation*}
$$

## Free surfaces

In this case, substituting Eq. 4.140 in the zero-order tangential stress boundary condition (4.134), one obtains

$$
\begin{equation*}
0=\left.\frac{\partial v_{0}}{\partial r}\right|_{r=r_{b}}=-\frac{2 A r_{b}}{4}+\frac{A\left(1-r_{b}^{2}\right)^{2}-8\left(W-1+r_{b}^{2}\right)}{4 r_{b}\left(1-r_{b}^{2}+2 r_{b}^{2} \ln r_{b}\right)} . \tag{4.148}
\end{equation*}
$$

Analogously to the computation in the case of immobile surfaces, we obtain the following differential equation:

$$
\begin{equation*}
\frac{d p_{0}}{d z}-\frac{B o}{C a}=-A(z)=\frac{8\left(1-r_{b}^{2}-W\right)}{1-4 r_{b}^{2}+3 r_{b}^{4}-4 r_{b}^{4} \ln r_{b}} \tag{4.149}
\end{equation*}
$$

by expressing $A(z)$ from Eq. 4.148. The respective expression for function $B(z)$ follows from equations 4.141) and 4.149:

$$
\begin{equation*}
B(z)=\frac{16 r_{b}^{2}\left(W-1+r_{b}^{2}\right)}{1-4 r_{b}^{2}+3 r_{b}^{4}-4 r_{b}^{4} \ln r_{b}} \tag{4.150}
\end{equation*}
$$

### 4.5.4 First correction terms $u_{1}, v_{1}, p_{1}$

The first correction terms of the Stokes problem 4.103- 4.105 are obtained similarly to the zero-order approximation, see Eqs. 4.128-4.130). The only difference between the the computations is that the term $B o / C a$ is missing from Eq. 4.130) in the first correction term. Thus, the general form of $v_{1}$ is

$$
\begin{equation*}
v_{1}(r, z)=\frac{d p_{1}}{d z} \frac{r^{2}}{4}+P_{1}(z) \ln r+Q_{1}(z) \tag{4.151}
\end{equation*}
$$

where $P_{1}(z)$ and $Q_{1}(z)$ are unknown functions of $z$, see Eq. 4.135). In order to find the unknown functions, we find the first correction terms of the boundary conditions:

- the no-slip boundary conditions at the wall:

$$
\begin{equation*}
u_{1}=0, v_{1}=0 \text { at } \mathrm{r}=1 ; \tag{4.152}
\end{equation*}
$$

- simple flow rate condition:

$$
\begin{equation*}
\int_{r_{b}}^{1} r v_{1} d r=0 \tag{4.153}
\end{equation*}
$$

- the tangential stress boundary condition in case of immobile surfaces:

$$
\begin{equation*}
u_{1}=0, v_{1}=0 \text { at } \mathrm{S} \tag{4.154}
\end{equation*}
$$

or in case of free surfaces:

$$
\begin{equation*}
\frac{\partial v_{1}}{\partial r}=0 \text { at } \mathrm{S} \tag{4.155}
\end{equation*}
$$

Substituting 4.151 in the no-slip boundary condition 4.152, we obtain the following expression for $Q_{1}(z)$ :

$$
\begin{equation*}
Q_{1}(z)=-\frac{1}{4} \frac{d p_{1}}{d z} \tag{4.156}
\end{equation*}
$$

and then $v_{1}(r, z)$ acquires the form

$$
\begin{equation*}
v_{1}(r, z)=-\frac{1}{4} \frac{d p_{1}}{d z}\left(1-r^{2}\right)+P_{1}(z) \ln r \tag{4.157}
\end{equation*}
$$

Analogously to finding $P_{0}(z)$, we substitute 4.157) in the flow rate condition 4.153) and obtain

$$
\begin{align*}
0 & =-\frac{1}{16} \frac{d p_{1}}{d z}\left(1-r_{b}^{2}\right)^{2}-\frac{P_{1}(z)}{4}\left(1-r_{b}^{2}+2 r_{b}^{2} \ln r_{b}\right)  \tag{4.158}\\
P_{1}(z) & =-\frac{\left(1-r_{b}^{2}\right)^{2}}{4\left(1-r_{b}^{2}+2 r_{b}^{2} \ln r_{b}\right)} \cdot \frac{d p_{1}}{d z} . \tag{4.159}
\end{align*}
$$

Then, $v_{1}(r, z)$ acquires the form

$$
\begin{equation*}
v_{1}(r, z)=\frac{A_{1}}{4}\left(1-r^{2}\right)+\frac{B_{1}}{4} \ln r \tag{4.160}
\end{equation*}
$$

where the functions $A_{1}(z)$ and $B_{1}(z)$ are given by the following definition:

$$
\begin{equation*}
A_{1}(z)=-\frac{d p_{1}}{d z}, \quad B_{1}(z)=\frac{A_{1}\left(1-r_{b}^{2}\right)^{2}}{1-r_{b}^{2}+2 r_{b}^{2} \ln r_{b}} \tag{4.161}
\end{equation*}
$$

Analogously to the zero-order approximation, we obtain the following expression for $u_{1}$ :

$$
\begin{equation*}
u_{1}(r, z)=\frac{d A_{1}}{d z} \cdot \frac{\left(1-r^{2}\right)^{2}}{16 r}-\frac{d B_{1}}{d z} \cdot \frac{1-r^{2}+2 r^{2} \ln r}{16 r} \tag{4.162}
\end{equation*}
$$

## Immobile surfaces

In case of immobile surfaces, the velocity at the bubble surface is equal to zero, i.e

$$
\begin{equation*}
0=v_{1}\left(r_{b}\right)=\frac{A_{1}}{4}\left(1-r_{b}^{2}\right)+\frac{A_{1}\left(1-r_{b}^{2}\right)^{2}}{4\left(1-r_{b}^{2}+2 r_{b}^{2} \ln r_{b}\right)} \ln r_{b} \tag{4.163}
\end{equation*}
$$

The latter holds true for all points $\left(r_{b}, z_{b}\right)$ on the bubble surface and, thus, $A_{1} \equiv 0$. From Eq. 4.161, it follows that $B_{1} \equiv 0$ and, therefore,

$$
\begin{equation*}
u_{1}=v_{1} \equiv 0 \tag{4.164}
\end{equation*}
$$

Using equation 4.161 and 4.164, we obtain the following differential equation:

$$
\begin{equation*}
\frac{d p_{1}}{d z}=0 \tag{4.165}
\end{equation*}
$$

which could be solved directly.

## Free surfaces

In the case of free surfaces, substituting general solution 4.160 in the first-order tangential stress boundary condition 4.155 , one obtains

$$
\begin{equation*}
0=\left.\frac{\partial v_{1}}{\partial r}\right|_{r=r_{b}}=-\frac{A_{1} r_{b}}{2}+\frac{A_{1}\left(1-r_{b}^{2}\right)^{2}}{4 r_{b}\left(1-r_{b}^{2}+2 r_{b}^{2} \ln r_{b}\right)} \tag{4.166}
\end{equation*}
$$

Using similar reasoning to the previous case, one concludes that Eqs. 4.164) and 4.165 hold also for free surfaces.

### 4.5.5 Second correction terms $u_{2}, v_{2}, p_{2}$

The second correction terms are obtained by solving the Stokes problem (4.103), (4.104) and 4.105

$$
\begin{align*}
\frac{1}{1+\varepsilon \xi} \frac{\partial\left[(1+\varepsilon \xi) \tilde{u}_{2}\right]}{\partial \xi}+\frac{\partial \tilde{v}_{2}}{\partial z} & =0  \tag{4.167}\\
\frac{\partial}{\partial \xi}\left\{\tilde{p}_{2}-\frac{1}{1+\varepsilon \xi} \frac{\partial\left[(1+\varepsilon \xi) \tilde{u}_{0}\right]}{\partial \xi}\right\} & =0  \tag{4.168}\\
\frac{\partial \tilde{p}_{2}}{\partial z}-\frac{1}{1+\varepsilon \xi} \frac{\partial}{\partial \xi}\left[(1+\varepsilon \xi) \frac{\partial \tilde{v}_{2}}{\partial \xi}\right]-\frac{\partial^{2} \tilde{v}_{0}}{\partial z^{2}} & =0 \tag{4.169}
\end{align*}
$$

As we said, it is more convenient to solve this problem in its original variables, i.e. $r, u_{2}, v_{2}, p_{2}$. Using them, we obtain the problem

$$
\begin{align*}
\frac{1}{r} \frac{\partial\left(r u_{2}\right)}{\partial r}+\frac{\partial v_{2}}{\partial z} & =0  \tag{4.170}\\
\frac{\partial}{\partial r}\left[p_{2}-\frac{1}{r} \frac{\partial\left(r u_{0}\right)}{\partial r}\right] & =0  \tag{4.171}\\
\frac{\partial p_{2}}{\partial z}-\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial v_{2}}{\partial r}\right)-\frac{\partial^{2} v_{0}}{\partial z^{2}} & =0 \tag{4.172}
\end{align*}
$$

In order to close the system, we add the second correction terms of the boundary conditions, i.e.

- the no-slip boundary conditions at the wall:

$$
\begin{equation*}
u_{2}=0, v_{2}=0 \text { at } \mathrm{r}=1 ; \tag{4.173}
\end{equation*}
$$

- simple flow rate condition:

$$
\begin{equation*}
\int_{r_{b}}^{1} r v_{2} d r=0 \tag{4.174}
\end{equation*}
$$

- the tangential stress boundary condition in case of immobile surfaces:

$$
\begin{equation*}
u_{2}=0, v_{2}=0 \text { at } \mathrm{S} \tag{4.175}
\end{equation*}
$$

or in case of free surfaces:

$$
\begin{equation*}
\frac{\partial u_{0}}{\partial z}+\frac{\partial v_{2}}{\partial r}-2 \frac{d r_{b}}{d z}\left(\frac{\partial v_{0}}{\partial z}-\frac{\partial u_{0}}{\partial r}\right)=0 \text { at } \mathrm{S} \tag{4.176}
\end{equation*}
$$

By integrating Eq. 4.171 with respect to $r$, we obtain

$$
\begin{equation*}
p_{2}(r, z)=\frac{1}{r} \frac{\partial}{\partial r}\left(r u_{0}\right)+q_{2}(z), \tag{4.177}
\end{equation*}
$$

where $q_{2}(z)$ is unknown function of $z$. Using the continuity equation 4.128), one gets the following expression for $p_{2}$ :

$$
\begin{equation*}
p_{2}(r, z)=q_{2}(z)-\frac{\partial v_{0}}{\partial z} . \tag{4.178}
\end{equation*}
$$

Taking into account Eqs. 4.140, 4.172, 4.178, we obtain consecutively

$$
\begin{align*}
\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial v_{2}}{\partial r}\right) & =\frac{\partial p_{2}}{\partial z}-\frac{\partial^{2} v_{0}}{\partial z^{2}}=\frac{d q_{2}}{d z}-2 \frac{\partial^{2} v_{0}}{\partial z^{2}} \\
& =\frac{d q_{2}}{d z}-\frac{1}{2} \frac{d^{2} A}{d z^{2}}\left(1-r^{2}\right)-\frac{1}{2} \frac{d^{2} B}{d z^{2}} \ln r \tag{4.179}
\end{align*}
$$

In order to find an expression for $v_{2}$, we integrate the latter with respect to $r$ twice

$$
\begin{align*}
& \frac{\partial}{\partial r}\left(r \frac{\partial v_{2}}{\partial r}\right)=\frac{d q_{2}}{d z} r-\frac{1}{2} \frac{d^{2} A}{d z^{2}}\left(r-r^{3}\right)-\frac{1}{2} \frac{d^{2} B}{d z^{2}} r \ln r  \tag{4.180}\\
& \frac{\partial v_{2}}{\partial r}=\frac{d q_{2}}{d z} \frac{r}{2}-\frac{1}{8} \frac{d^{2} A}{d z^{2}}\left(2 r-r^{3}\right)-\frac{1}{8} \frac{d^{2} B}{d z^{2}}(2 r \ln r-r)+\frac{C(z)}{r} \tag{4.181}
\end{align*}
$$

and finally obtain

$$
\begin{align*}
v_{2} & =\frac{d q_{2}}{d z} \frac{r^{2}}{4}+\frac{1}{32} \frac{d^{2} A}{d z^{2}}\left(r^{4}-4 r^{2}\right)-\frac{1}{8} \frac{d^{2} B}{d z^{2}}\left(r^{2} \ln r-r^{2}\right) \\
& +C(z) \ln r+Q_{2}(z), \tag{4.182}
\end{align*}
$$

where $C(z)$ and $Q_{2}(z)$ are unknown functions of $z$, see Eq. 4.69). In order to find $Q_{2}(z)$, one substitutes 4.182 in the no-slip boundary condition 4.173 and gets the following expression for $Q_{2}$ :

$$
\begin{equation*}
Q_{2}(z)=-\frac{1}{4} \frac{d q_{2}}{d z}+\frac{3}{32} \frac{d^{2} A}{d z^{2}}-\frac{1}{8} \frac{d^{2} B}{d z^{2}} \tag{4.183}
\end{equation*}
$$

Using the latter, an expression for $v_{2}$ is obtained

$$
\begin{align*}
v_{2} & =\frac{1}{4} \frac{d q_{2}}{d z}\left(r^{2}-1\right)+\frac{1}{32} \frac{d^{2} A}{d z^{2}}\left(r^{4}-4 r^{2}+3\right) \\
& -\frac{1}{8} \frac{d^{2} B}{d z^{2}}\left(1-r^{2}+r^{2} \ln r\right)+C(z) \ln r . \tag{4.184}
\end{align*}
$$

Substituting the general form of $v_{2}$, Eq. 4.184, in the simple flow rate condition 4.174, we get

$$
\begin{align*}
0 & =\left\{\frac{1}{16} \frac{d q_{2}}{d z}\left(r^{2}-1\right)^{2}+\frac{1}{32} \frac{d^{2} A}{d z^{2}}\left(\frac{r^{6}}{6}-r^{4}+\frac{3 r^{2}}{2}\right)\right. \\
& \left.-\frac{1}{8} \frac{d^{2} B}{d z^{2}}\left[\frac{r^{2}}{2}-\frac{r^{4}}{4}+\frac{r^{4}}{16}(4 \ln r-1)\right]+\frac{C(z) r^{2}}{4}(2 \ln r-1)\right\}\left.\right|_{r=r_{b}} ^{1} \\
& =-\frac{1}{16} \frac{d q_{2}}{d z}\left(r_{b}^{2}-1\right)^{2}-\frac{1}{192} \frac{d^{2} A}{d z^{2}}\left[r_{b}^{6}-6 r_{b}^{4}+9 r_{b}^{2}-4\right] \\
& +\frac{1}{128} \frac{d^{2} B}{d z^{2}}\left(8 r_{b}^{2}-5 r_{b}^{4}+4 r_{b}^{4} \ln r_{b}-3\right) \\
& -\frac{C(z)}{4}\left(1-r_{b}^{2}+2 r_{b}^{2} \ln r_{b}\right) . \tag{4.185}
\end{align*}
$$

In the latter, we used

$$
\begin{align*}
\int r^{k} \ln r d r & =\frac{1}{k+1} \int \ln r d\left(r^{k+1}\right)=\frac{1}{k+1}\left(r^{k+1} \ln r-\int r^{k} d r\right) \\
& =\frac{r^{k+1}}{(k+1)^{2}}[(k+1) \ln r-1], \tag{4.186}
\end{align*}
$$

which is valid for $k \neq-1$. Expressing $C(z)$ from equation 4.185, one obtains

$$
\begin{align*}
C(z) & =-\frac{\left(1-r_{b}^{2}\right)^{2}}{4\left(1-r_{b}^{2}+2 r_{b}^{2} \ln r_{b}\right)} \cdot \frac{d q_{2}}{d z}+\frac{\left(1-r_{b}^{2}\right)^{2}\left(4-r_{b}^{2}\right)}{48\left(1-r_{b}^{2}+2 r_{b}^{2} \ln r_{b}\right)} \cdot \frac{d^{2} A}{d z^{2}} \\
& -\frac{3-8 r_{b}^{2}+5 r_{b}^{4}-4 r_{b}^{4} \ln r_{b}}{32\left(1-r_{b}^{2}+2 r_{b}^{2} \ln r_{b}\right)} \cdot \frac{d^{2} B}{d z^{2}} . \tag{4.187}
\end{align*}
$$

## Immobile surfaces.

In case of immobile surfaces, the velocity at the bubble surface is equal to zero, i.e. $v_{2}\left(r_{b}\right)=$ 0 (see Eq. 4.175)):

$$
\begin{align*}
0 & =v_{2}\left(r_{b}\right)=\frac{1}{4} \frac{d q_{2}}{d z}\left[r_{b}^{2}-1-\frac{\left(1-r_{b}^{2}\right)^{2}}{1-r_{b}^{2}+2 r_{b}^{2} \ln r_{b}} \ln r_{b}\right] \\
& -\frac{d^{2} A}{d z^{2}}\left[\frac{-r_{b}^{4}+4 r_{b}^{2}-3}{32}-\frac{\left(1-r_{b}^{2}\right)^{2}\left(4-r_{b}^{2}\right)}{48\left(1-r_{b}^{2}+2 r_{b}^{2} \ln r_{b}\right)} \ln r_{b}\right] \\
& -\frac{1}{8} \frac{d^{2} B}{d z^{2}}\left[1-r_{b}^{2}+r_{b}^{2} \ln r_{b}+\frac{3-8 r_{b}^{2}+5 r_{b}^{4}-4 r_{b}^{4} \ln r_{b}}{4\left(1-r_{b}^{2}+2 r_{b}^{2} \ln r_{b}\right)} \ln r_{b}\right] . \tag{4.188}
\end{align*}
$$

or equivalently

$$
\begin{align*}
\frac{d q_{2}}{d z} & =\frac{3\left(3-4 r_{b}^{2}+r_{b}^{4}\right)+4\left(2+2 r_{b}^{2}-r_{b}^{4}\right) \ln r_{b}}{24\left[1-r_{b}^{2}+\left(1+r_{b}^{2}\right) \ln r_{b}\right]} \cdot \frac{d^{2} A}{d z^{2}} \\
& -\frac{4\left(1-r_{b}^{2}\right)^{2}+\left(3+4 r_{b}^{2}-7 r_{b}^{4}+4 r_{b}^{4} \ln r_{b}\right) \ln r_{b}}{8\left(1-r_{b}^{2}\right)\left[1-r_{b}^{2}+\left(1+r_{b}^{2}\right) \ln r_{b}\right]} \cdot \frac{d^{2} B}{d z^{2}} . \tag{4.189}
\end{align*}
$$

## Free surfaces

The tangential stress boundary condition in case of free surfaces, Eq. 4.176, written for $v_{2}$ reads:

$$
\begin{equation*}
\frac{\partial v_{2}}{\partial r}=2 \frac{d r_{b}}{d z}\left(\frac{\partial v_{0}}{\partial z}-\frac{\partial u_{0}}{\partial r}\right)-\frac{\partial u_{0}}{\partial z} \text { at } \mathrm{S} . \tag{4.190}
\end{equation*}
$$

The substitution of the zero-order solutions (4.140) and 4.144), the general solution (4.184) and the expression for $C(z)$, Eq. 4.187), in the latter leads to the respective differential equation for $q_{2}$ :

$$
\begin{align*}
\frac{d q_{2}}{d z} & =\frac{7-30 r_{b}^{2}+33 r_{b}^{4}-10 r_{b}^{6}+6 r_{b}^{2}\left(1-6 r_{b}^{2}+3 r_{b}^{4}\right) \ln r_{b}}{12\left(1-4 r_{b}^{2}+3 r_{b}^{4}-4 r_{b}^{4} \ln r_{b}\right)} \cdot \frac{d^{2} A}{d z^{2}} \\
& -\frac{5-16 r_{b}^{2}+11 r_{b}^{4}+4 r_{b}^{2}\left(4-7 r_{b}^{2}\right) \ln r_{b}+24 r_{b}^{4} \ln ^{2} r_{b}}{8\left(1-4 r_{b}^{2}+3 r_{b}^{4}-4 r_{b}^{4} \ln r_{b}\right)} \cdot \frac{d^{2} B}{d z^{2}} \\
& +\frac{\left(1-r_{b}^{2}+2 r_{b}^{2} \ln r_{b}\right)}{2 r_{b}\left(1-4 r_{b}^{2}+3 r_{b}^{4}-4 r_{b}^{4} \ln r_{b}\right)}\left[\left(r_{b}^{2}-1\right)\left(1+7 r_{b}^{2}\right) \cdot \frac{d A}{d z}\right. \\
& \left.+\left(1-r_{b}^{2}-6 r_{b}^{2} \ln r_{b}\right) \cdot \frac{d B}{d z}\right] \cdot \frac{d r_{b}}{d z} \text { at S. } \tag{4.191}
\end{align*}
$$

The obtained solutions of the hydrodynamic problem in the generalized lubrication approximation are used to solve the boundary value problem for the bubble shape, using the Ratulowski and Chang approach 4.80.

### 4.6 Boundary value problem, modeling the shape of long bubbles

### 4.6.1 General formulation

As we mentioned before, if approximations of $u, v$ and $p$ at bubble surface $S$ are obtained, then the bubble shape in the case of free surfaces could be found as a solution of the system 4.55 - 4.58 with appropriate initial conditions, applied at the bubble apex. In section 4.5 we found approximations of $u, v$ and $p$ at bubble surface $S$ in the case of small thickness of the liquid layer, $\varepsilon$. Then, an approximation of the normal stress boundary condition 4.55) could be obtained in the form

$$
\begin{equation*}
p_{b}=p_{0}+p_{1}+q_{2}-\frac{\partial v_{0}}{\partial z}-2 \frac{\partial u_{0}}{\partial r}+\frac{2 H}{C a} \text { at } \mathrm{S} \tag{4.192}
\end{equation*}
$$

by substituting Eq. (4.178) in Eq. 4.120) and neglecting the terms of higher order. We have already computed expressions for $u_{0}$, Eq. 4.144), and $v_{0}$ at $S$, Eq. (4.140). But, in order
to find expressions for $p_{0}$ and $q_{2}$, one shall solve additionally differential equations, whose right-hand side depends on $r_{b}$ and, therefore, are coupled with the rest of the equations in the problem, see Eqs. 4.149) and (4.191). As $p_{0}$ and $q_{2}$ depend only on the $z$-coordinate, then at the bubble surface, $z=z_{b}(s), p_{0}$ and $q_{2}$ are functions of the arc length of the bubble surface $s$. Using this fact, we differentiate Eq. 4.192 with respect to $s$ :

$$
\begin{equation*}
-\frac{1}{C a} \frac{d(2 H)}{d s}=\frac{d p_{0}}{d s}+\frac{d q_{2}}{d s}-\frac{d}{d s}\left(\frac{\partial v_{0}}{\partial z}+2 \frac{\partial u_{0}}{\partial r}\right) \text { at } \mathrm{S} \tag{4.193}
\end{equation*}
$$

and substitute the obtained expressions for $u_{0}, v_{0}, d p_{0} / d s$ and $d q_{2} / d s$ in the right-hand side of the latter in order to reduce the number of equations in the system. Then one could solve the system $4.56-4.58,4.193$ instead of the problem $4.55-4.58$ in case of free surfaces. For tangentially immobile surfaces, Eq. 4.193) is replaced with

$$
\begin{equation*}
-\frac{1}{C a} \frac{d(2 H)}{d s}=\frac{d p_{0}}{d s}+\frac{d q_{2}}{d s}-\frac{d}{d s}\left(\frac{\partial v_{0}}{\partial z}\right) \text { at } \mathrm{S} \tag{4.194}
\end{equation*}
$$

A minor issue in Eqs. 4.193) and 4.194) is that the notation $d(2 H) / d s$ is not really convenient. Moreover, the variables, which are usually used in the fluid dynamics models, are the flow velocity, pressure and density. Thus, we introduce the dimensionless pressure difference function, $p_{s}(s)$, which accounts for the dynamic pressure contribution at the bubble surface, and we shall exclude the mean curvature $H$ from Eqs. (4.58), 4.193) and 4.194). In order to do that, the non-dimensionalized Young-Laplace equation of capillary is used

$$
\begin{equation*}
2 H=-C a p_{s}, \tag{4.195}
\end{equation*}
$$

which gives a relationship between the dynamic pressure difference, the mean curvature of the bubble and the surface tension ${ }^{4}$, see [4.2, 4.87]. Thus, the following nonlinear system of four ordinary differential equations for the bubble shape:

$$
\begin{align*}
\frac{d r_{b}}{d s} & =\cos \theta  \tag{4.196}\\
\frac{d z_{b}}{d s} & =\sin \theta  \tag{4.197}\\
\frac{d \theta}{d s} & =-C a p_{s}-\frac{\sin \theta}{r_{b}}  \tag{4.198}\\
\frac{d p_{s}}{d s} & =F\left(r_{b}, \theta, p_{s}, B o, C a_{p m}\right) \tag{4.199}
\end{align*}
$$

is obtained, where $F$ is the right hand-side of Eqs. (4.193) or 4.194, see Eqs. (4.56) (4.58, 4.193) - 4.195). In the next subsections, we shall find the concrete form of the function $F$ in the case of free surfaces or tangentially immobile surfaces.

[^4]
## Concrete form of $F$ in the case of tangentially immobile interfaces

In case of tangentially immobile surfaces, we obtain the following expression for the function $F$ :

$$
\begin{equation*}
\frac{d p_{s}}{d s}=\frac{d p_{0}}{d z} \sin \theta+\left(\frac{d q_{2}}{d z}-\frac{\partial^{2} v_{0}}{\partial z^{2}}\right) \sin \theta-\frac{\partial}{\partial r}\left(\frac{\partial v_{0}}{\partial z}\right) \cos \theta \text { at } \mathrm{S} \tag{4.200}
\end{equation*}
$$

see Eqs. 4.194, 4.196-4.197). From Eqs. 4.140, 4.144, 4.189, it follows that the derivatives $\frac{d q_{2}}{d z}, \frac{\partial^{2} v_{0}}{\partial z^{2}}$ and $\frac{\partial^{2} v_{0}}{\partial r \partial z}$ have the following form:

$$
\begin{align*}
\frac{d q_{2}}{d z} & =q_{A 2} \cdot \frac{d^{2} A}{d z^{2}}+q_{B 2} \cdot \frac{d^{2} B}{d z^{2}} \text { at } \mathrm{S},  \tag{4.201}\\
\frac{\partial^{2} v_{0}}{\partial z^{2}} & =\frac{1-r_{b}^{2}}{4} \cdot \frac{d^{2} A}{d z^{2}}+\frac{\ln r_{b}}{4} \cdot \frac{d^{2} B}{d z^{2}} \text { at } \mathrm{S},  \tag{4.202}\\
\frac{\partial^{2} u_{0}}{\partial r \partial z} & =-\frac{r_{b}}{2} \cdot \frac{d A}{d z}+\frac{1}{4 r_{b}} \cdot \frac{d B}{d z} \text { at } \mathrm{S}, \tag{4.203}
\end{align*}
$$

where $q_{A 2}$ and $q_{B 2}$ are the coefficients in front of $\frac{d^{2} A}{d z^{2}}$ and $\frac{d^{2} B}{d z^{2}}$ in Eq. 4.189). The explicit expressions for the first and second derivatives of $A(z)$ and $B(z)$ with respect to $z$ are given below:

$$
\begin{align*}
\frac{d A}{d z} & =\frac{d A}{d r_{b}} \cot \theta, \frac{d B}{d z}=\frac{d B}{d r_{b}} \cot \theta,  \tag{4.204}\\
\frac{d^{2} A}{d z^{2}} & =\frac{d}{d z}\left(\frac{d A}{d r_{b}} \cot \theta\right)=\frac{d^{2} A}{d r_{b}^{2}} \cot \theta+\frac{d A}{d r_{b}} \frac{d(\cot \theta)}{d z} \\
& =\frac{d^{2} A}{d r_{b}^{2}} \cot ^{2} \theta-\frac{d A}{d r_{b}} \frac{1}{\sin ^{3} \theta} \frac{d \theta}{d s},  \tag{4.205}\\
\frac{d^{2} B}{d z^{2}} & =\frac{d^{2} B}{d r_{b}^{2}} \cot ^{2} \theta-\frac{d B}{d r_{b}} \frac{1}{\sin ^{3} \theta} \frac{d \theta}{d s}, \tag{4.206}
\end{align*}
$$

see Eq. 4.196, 4.197). Substituting Eqs. 4.201, 4.206) in Eq. 4.200, we obtain

$$
\begin{equation*}
F=-\frac{a_{s}\left(r_{b}\right)}{C a} \sin \theta-\frac{b_{s}\left(r_{b}\right)}{\sin ^{2} \theta} \frac{d \theta}{d s}+c_{s}\left(r_{b}\right) \frac{\cos ^{2} \theta}{\sin \theta} \tag{4.207}
\end{equation*}
$$

where

$$
\begin{align*}
a_{s}\left(r_{b}\right) & =-C a \frac{d p_{0}}{d z}  \tag{4.208}\\
b_{s}\left(r_{b}\right) & =\left(q_{A 2}-\frac{1-r_{b}^{2}}{4}\right) \frac{d A}{d r_{b}}+\left(q_{B 2}-\frac{\ln r_{b}}{4}\right) \frac{d B}{d r_{b}}  \tag{4.209}\\
c_{s}\left(r_{b}\right) & =\left(q_{A 2}-\frac{1-r_{b}^{2}}{4}\right) \frac{d^{2} A}{d r_{b}^{2}}+\frac{r_{b}}{2} \frac{d A}{d r_{b}} \\
& +\left(q_{B 2}-\frac{\ln r_{b}}{4}\right) \frac{d^{2} B}{d r_{b}^{2}}-\frac{1}{4 r_{b}} \frac{d B}{d r_{b}} \tag{4.210}
\end{align*}
$$

After lengthy computations, we obtain the exact form of the functions $a_{s}\left(r_{b}\right), b_{s}\left(r_{b}\right)$ and $c_{s}\left(r_{b}\right)$

$$
\begin{equation*}
a_{s}\left(r_{b}\right)=-\frac{4\left[\left(1-r_{b}^{2}\right) C a+2 C a_{p m} \ln r_{b}\right]}{\left(1-r_{b}^{2}\right)\left[1-r_{b}^{2}+\left(1+r_{b}^{2}\right) \ln r_{b}\right]}-B o \tag{4.211}
\end{equation*}
$$

$$
\begin{align*}
b_{s}\left(r_{b}\right)= & \frac{\left(1-r_{b}^{2}\right)^{2}-2(1-W)\left(1-r_{b}^{2}+2 r_{b}^{2} \ln r_{b}\right)}{6 r_{b}\left(1-r_{b}^{2}\right)^{2}\left[1-r_{b}^{2}+\left(1+r_{b}^{2}\right) \ln r_{b}\right]^{3}} \\
\times & {\left[3\left(5 r_{b}^{2}-3\right)\left(1-r_{b}^{2}\right)^{2}\right.} \\
& +\left(-13+14 r_{b}^{2}+23 r_{b}^{4}\right)\left(1-r_{b}^{2}\right) \ln r_{b} \\
& \left.+2\left(-3+5 r_{b}^{2}+5 r_{b}^{4}+5 r_{b}^{6}\right) \ln ^{2} r_{b}\right] ;  \tag{4.212}\\
c_{s}\left(r_{b}\right)= & \frac{1}{6 r_{b}^{2}\left[1-r_{b}^{2}+\left(1+r_{b}^{2}\right) \ln r_{b}\right]^{4} \cdot\left\{21\left(1+r_{b}^{2}\right)\left(1-r_{b}^{2}\right)^{3}\right.} \\
& +12\left(3+11 r_{b}^{2}+3 r_{b}^{4}\right)\left(1-r_{b}^{2}\right)^{2} \ln r_{b} \\
& +\left(25+131 r_{b}^{2}+25 r_{b}^{4}\right)\left(1-r_{b}^{2}\right) \ln ^{2} r_{b} \\
& +\left(6+52 r_{b}^{2}+28 r_{b}^{4}+52 r_{b}^{6}+6 r_{b}^{8}\right) \ln ^{3} r_{b} \\
& +\frac{2(W-1)}{\left(1-r_{b}^{2}\right)^{3}} \cdot\left[3\left(7-12 r_{b}^{2}+13 r_{b}^{4}\right)\left(1-r_{b}^{2}\right)^{4}\right. \\
& +2\left(18+7 r_{b}^{2}+4 r_{b}^{4}+67 r_{b}^{6}\right)\left(1-r_{b}^{2}\right)^{3} \ln r_{b} \\
& +\left(25+14 r_{b}^{2}+228 r_{b}^{4}+122 r_{b}^{6}+187 r_{b}^{8}\right)\left(1-r_{b}^{2}\right)^{2} \ln ^{2} r_{b} \\
& +2\left(3-2 r_{b}^{2}+86 r_{b}^{4}+168 r_{b}^{6}+71 r_{b}^{8}+58 r_{b}^{10}\right)\left(1-r_{b}^{2}\right) \ln ^{3} r_{b} \\
& \left.\left.-4 r_{b}^{2}\left(3-21 r_{b}^{2}-12 r_{b}^{4}-52 r_{b}^{6}-7 r_{b}^{8}-7 r_{b}^{10}\right) \ln ^{4} r_{b}\right]\right\} . \tag{4.213}
\end{align*}
$$

The function $a_{s}\left(r_{b}\right)$ corresponds to the zero-order solution and the value of $a_{s}\left(r_{c}\right)$ is equal to zero at the cylindrical part, $r_{b}=r_{c}$, see Eq. 4.81. Using Eq. 4.81) twice, the derivative of $a_{s}$ at the cylindrical part of the bubble, $a_{s}^{\prime}\left(r_{c}\right)$, is computed as follows:

$$
\begin{align*}
a_{s}^{\prime}\left(r_{c}\right)= & \frac{-4\left(-2 C a r_{c}+2 C a_{p m} \frac{1}{r_{c}}\right)}{\left(1-r_{c}^{2}\right)\left[1-r_{c}^{2}+\left(1+r_{c}^{2}\right) \ln r_{c}\right]} \\
& -\frac{4\left[\left(1-r_{c}^{2}\right) C a+2 C a_{p m} \ln r_{c}\right]\left(1-4 r_{c}^{2}+3 r_{c}^{4}-4 r_{c}^{4} \ln r_{c}\right)}{\left(1-r_{c}^{2}\right)^{2}\left[1-r_{c}^{2}+\left(1+r_{c}^{2}\right) \ln r_{c}\right]^{2}} \\
= & \frac{8\left(r_{c}^{2} C a-C a_{p m}\right)-B o\left(1-4 r_{c}^{2}+3 r_{c}^{4}-4 r_{c}^{4} \ln r_{c}\right)}{r_{c}\left(1-r_{c}^{2}\right)\left[1-r_{c}^{2}+\left(1+r_{c}^{2}\right) \ln r_{c}\right]} \\
= & -\frac{\left(1-r_{c}^{2}+2 r_{c}^{2} \ln r_{c}\right)\left[8 C a_{p m}+B o\left(1-r_{c}^{2}\right)^{2}\right]}{r_{c}\left(1-r_{c}^{2}\right)^{2}\left[1-r_{c}^{2}+\left(1+r_{c}^{2}\right) \ln r_{c}\right]} \tag{4.214}
\end{align*}
$$

## Concrete form of $F$ in case of free surfaces

In case of free surfaces, we obtain the following expression for the function $F$ :

$$
\begin{equation*}
\frac{d p_{s}}{d s}=\frac{d p_{0}}{d z} \sin \theta+\left(\frac{d q_{2}}{d z}-\frac{\partial^{2} v_{0}}{\partial z^{2}}-2 \frac{\partial^{2} u_{0}}{\partial z \partial r}\right) \sin \theta-\left(\frac{\partial^{2} v_{0}}{\partial r \partial z}+2 \frac{\partial^{2} u_{0}}{\partial r^{2}}\right) \cos \theta \text { at } \mathrm{S} \tag{4.215}
\end{equation*}
$$

see Eqs. 4.193, 4.196, 4.197). Using Eqs. 4.140, 4.144, 4.191, we obtain

$$
\begin{equation*}
\frac{d q_{2}}{d z}=q_{A 2} \cdot \frac{d^{2} A}{d z^{2}}+q_{B 2} \cdot \frac{d^{2} B}{d z^{2}}+\left(q_{A 1} \frac{d A}{d z}+q_{B 1} \frac{d B}{d z}\right) \cot \theta \tag{4.216}
\end{equation*}
$$

$$
\begin{align*}
& \frac{\partial^{2} u_{0}}{\partial z \partial r}=\frac{\left(1-r_{b}^{2}\right)\left(-1-3 r_{b}^{2}\right)}{16 r_{b}^{2}} \cdot \frac{d^{2} A}{d z^{2}}-\frac{r_{b}^{2}-1+2 r_{b}^{2} \ln r_{b}}{16 r_{b}^{2}} \cdot \frac{d^{2} B}{d z^{2}}  \tag{4.217}\\
& \frac{\partial^{2} u_{0}}{\partial r^{2}}=\frac{1+3 r_{b}^{4}}{8 r_{b}^{3}} \cdot \frac{d A}{d z}+\frac{-1-r_{b}^{2}}{8 r_{b}^{3}} \cdot \frac{d B}{d z} \tag{4.218}
\end{align*}
$$

where $q_{1 A}, q_{1 B}, q_{2 A}, q_{2 B}$ are the coefficients in front of $\frac{d A}{d z} \frac{d r_{b}}{d z}, \frac{d B}{d z} \frac{d r_{b}}{d z}, \frac{d^{2} A}{d z^{2}}, \frac{d^{2} B}{d z^{2}}$ in Eq. (4.191), respectively. The explicit expression for the derivative of $p_{s}$ with respect to $s$ has the general form 4.207), where the functions $a_{s}\left(r_{b}\right), b_{s}\left(r_{b}\right)$ and $c_{s}\left(r_{b}\right)$ are computed as

$$
\begin{align*}
a_{s}\left(r_{b}\right) & =-C a \frac{d p_{0}}{d z}  \tag{4.219}\\
b_{s}\left(r_{b}\right) & =\left(q_{A 2}+\frac{1-r_{b}^{4}}{8 r_{b}^{2}}\right) \frac{d A}{d r_{b}}+\left(q_{B 2}+\frac{r_{b}^{2}-1}{8 r_{b}^{2}}\right) \frac{d B}{d r_{b}}  \tag{4.220}\\
c_{s}\left(r_{b}\right) & =\left(q_{A 2}+\frac{1-r_{b}^{4}}{8 r_{b}^{2}}\right) \frac{d^{2} A}{d r_{b}^{2}}+\left(q_{B 2}+\frac{r_{b}^{2}-1}{8 r_{b}^{2}}\right) \frac{d^{2} B}{d r_{b}^{2}} \\
& +\left(q_{A 1}-\frac{1+r_{b}^{4}}{4 r_{b}^{3}}\right) \frac{d A}{d r_{b}}+\left(q_{B 1}+\frac{1}{4 r_{b}^{3}}\right) \frac{d B}{d r_{b}} \tag{4.221}
\end{align*}
$$

see Eqs. 4.202-4.206, 4.216 4.218). After lengthy computations, we obtain the exact form of the functions $a_{s}\left(r_{b}\right), b_{s}\left(r_{b}\right)$ and $c_{s}\left(r_{b}\right)$

$$
\begin{align*}
& a_{s}\left(r_{b}\right)=-\frac{8\left(C a_{p m}-r_{b}^{2} C a\right)}{1-4 r_{b}^{2}+3 r_{b}^{4}-4 r_{b}^{4} \ln r_{b}}-B o ;  \tag{4.222}\\
& b_{s}\left(r_{b}\right)= \frac{2}{3 r_{b}\left(1-4 r_{b}^{2}+3 r_{b}^{4}-4 r_{b}^{4} \ln r_{b}\right)^{3}} \\
& \times\left\{\left(3-4 r_{b}^{2}-44 r_{b}^{4}+88 r_{b}^{6}-67 r_{b}^{8}\right)\left(1-r_{b}^{2}\right)^{2}\right. \\
&+ 4 r_{b}^{4}\left(3-49 r_{b}^{2}+53 r_{b}^{4}-31 r_{b}^{6}\right)\left(1-r_{b}^{2}\right) \ln r_{b} \\
&- 96 r_{b}^{8}\left(3-3 r_{b}^{2}+r_{b}^{4}\right) \ln ^{2} r_{b} \\
&+ 2(W-1) \cdot\left[\left(3+4 r_{b}^{2}-77 r_{b}^{4}+82 r_{b}^{6}\right)\left(1-r_{b}^{2}\right)^{2}\right. \\
&+4 r_{b}^{2}\left(3-7 r_{b}^{2}-79 r_{b}^{4}+95 r_{b}^{6}\right)\left(1-r_{b}^{2}\right) \ln r_{b} \\
&\left.\left.-24 r_{b}^{6}\left(3+18 r_{b}^{2}-23 r_{b}^{4}\right) \ln ^{2} r_{b}-288 r_{b}^{10} \ln ^{3} r_{b}\right]\right\} ;  \tag{4.223}\\
& c_{s}\left(r_{b}\right)= \frac{2}{3 r_{b}^{2}\left(1-4 r_{b}^{2}+3 r_{b}^{4}-4 r_{b}^{4} \ln r_{b}\right)^{4}} \\
& \times\{ \left(-3+53 r_{b}^{2}-168 r_{b}^{4}-4 r_{b}^{6}-141 r_{b}^{8}+407 r_{b}^{10}\right)\left(1-r_{b}^{2}\right)^{3} \\
&+ 8 r_{b}^{4}\left(18-105 r_{b}^{2}-70 r_{b}^{4}+71 r_{b}^{6}+98 r_{b}^{8}\right)\left(1-r_{b}^{2}\right)^{2} \ln r_{b} \\
&+ 48 r_{b}^{8}\left(-25-27 r_{b}^{2}+3 r_{b}^{4}+21 r_{b}^{6}\right)\left(1-r_{b}^{2}\right) \ln ^{2} r_{b} \\
&+ 384 r_{b}^{12}\left(-9+3 r_{b}^{2}+r_{b}^{4}\right) \ln ^{3} r_{b} \\
&- 2(W-1) \cdot\left[\left(3-73 r_{b}^{2}+235 r_{b}^{4}+205 r_{b}^{6}-490 r_{b}^{8}\right)\left(1-r_{b}^{2}\right)^{3}\right. \\
&-12 r_{b}^{2}\left(1+17 r_{b}^{2}-134 r_{b}^{4}-43 r_{b}^{6}+187 r_{b}^{8}\right)\left(1-r_{b}^{2}\right)^{2} \ln r_{b} \\
&-8 r_{b}^{6}\left(15-451 r_{b}^{2}-109 r_{b}^{4}+533 r_{b}^{6}\right)\left(1-r_{b}^{2}\right) \ln ^{2} r_{b} \\
&\left.\left.+576 r_{b}^{10}\left(6+r_{b}^{2}-6 r_{b}^{4}\right) \ln ^{3} r_{b}-1152 r_{b}^{14} \ln ^{4} r_{b}\right]\right\} . \tag{4.224}
\end{align*}
$$

As it should be, $a_{s}\left(r_{c}\right)=0$ in the cylindrical part of the bubble shape, see Eq. 4.68. The derivative $a_{s}^{\prime}\left(r_{c}\right)$ has the following form:

$$
\begin{align*}
a_{s}^{\prime}\left(r_{c}\right)= & \frac{16 C a r_{c}}{1-4 r_{c}^{2}+3 r_{c}^{4}-4 r_{c}^{4} \ln r_{c}} \\
& +\frac{8\left(C a_{p m}-r_{c}^{2} C a\right)\left(-8 r_{c}-8 r_{c}^{3}-16 r_{c}^{3} \ln r_{c}\right)}{\left(1-4 r_{c}^{2}+3 r_{c}^{4}-4 r_{c}^{4} \ln r_{c}\right)^{2}} \\
= & \frac{8 r_{c}\left[2 C a+B o\left(1-r_{c}^{2}+2 r_{c}^{2} \ln r_{c}\right)\right]}{1-4 r_{c}^{2}+3 r_{c}^{4}-4 r_{c}^{4} \ln r_{c}} \\
= & \frac{2\left[8 C a_{p m}+B o\left(1-r_{c}^{4}+4 r_{c}^{4} \ln r_{c}\right)\right]}{r_{c}\left(1-4 r_{c}^{2}+3 r_{c}^{4}-4 r_{c}^{4} \ln r_{c}\right)} \tag{4.225}
\end{align*}
$$

### 4.6.2 Initial conditions

In order to close the system (4.196)-4.199), we shall add four initial conditions for the four unknowns in the system $r_{b}, z_{b}, \theta$ and $p_{s}$. The most natural choice for the initial point is the bubble apex. Thus, we could add the following initial conditions for the variables $r_{b}, z_{b}, \theta$ :

$$
\begin{equation*}
r_{b}(0)=z_{b}(0)=\theta(0)=0 \tag{4.226}
\end{equation*}
$$

but the initial condition for $p_{s}$ at the bubble apex is not clear. Because of that, we shall find appropriate initial conditions at the cylindrical part of the bubble. But before focusing on that, we shall investigate the system 4.196 -4.199) in detail. First, it is obvious that Eq. (4.197) is not coupled with the rest of the system. This means that the system (4.196), 4.198), 4.199 could be solved and, then, the axial coordinate of bubble surface $z_{b}$ could be found, using numerical integration of Eq. (4.197). Second, changing the initial conditions for $z_{b}$ leads to translation of the bubbl ${ }^{5}$. Thus, we set the initial condition for $z_{b}$ to $z_{b}\left(s_{i n}\right)=z_{i n}$, where $z_{i n}$ does not depend on the values of the rest of the initial conditions.

In the next lines, we find appropriate initial conditions for the rest of the variables, i.e. $r_{b}, \theta, p_{s}$. In order to do that, we write the system 4.196, 4.198, 4.199 in vector form:

$$
\begin{equation*}
\frac{d \mathbf{u}}{d s}=\mathcal{F}(\mathbf{u}) \tag{4.232}
\end{equation*}
$$

where

$$
\begin{align*}
\mathbf{u} & =\left(r_{b}, \theta, p_{s}\right)^{T}  \tag{4.233}\\
\mathcal{F}(\mathbf{u}) & =\left(\cos \theta,-C a p_{s}-\frac{\sin \theta}{r_{b}}, F\left(r_{b}, \theta, p_{s}, B o, C a_{p m}\right)\right)^{T} . \tag{4.234}
\end{align*}
$$

5 Let us denote by $z_{b, k}$ the solution of the Cauchy problem:

$$
\begin{align*}
\frac{d z_{b, k}}{d s} & =\sin \theta,  \tag{4.227}\\
z_{b, k}\left(s_{i n}\right) & =z_{k, 0}, \tag{4.228}
\end{align*}
$$

where $\theta$ is a known function and $z_{k, 0}$ are known constants. Then, one obtains

$$
\begin{equation*}
\frac{d}{d s}\left(z_{b, 2}-z_{b, 1}\right)=0 \tag{4.229}
\end{equation*}
$$

$$
\begin{equation*}
\left.\left(z_{b, 2}-z_{b, 1}\right)\right|_{s=s_{i n}}=z_{2,0}-z_{1,0} \tag{4.230}
\end{equation*}
$$

The solution of the latter is

$$
\begin{equation*}
z_{b, 2}-z_{b, 1}=z_{2,0}-z_{1,0} \tag{4.231}
\end{equation*}
$$

Thus, changing the initial conditions in the problem leads to translation of the bubble.

In the latter, the transpose of $\mathbf{u}$ is denoted by $\mathbf{u}^{T}$ and the function $F$ has the following form:

$$
\begin{equation*}
F=-\frac{a_{s}\left(r_{b}\right)}{C a} \sin \theta+\frac{b_{s}\left(r_{b}\right)}{\sin ^{2} \theta}\left(C a p_{s}+\frac{\sin \theta}{r_{b}}\right)+c_{s}\left(r_{b}\right) \frac{\cos ^{2} \theta}{\sin \theta} \tag{4.235}
\end{equation*}
$$

see Eqs. 4.200 and 4.198. It is obvious that the considered system of equations 4.232 has a constant solution

$$
\begin{equation*}
\mathbf{u}_{0}=\left(r_{c}, \frac{\pi}{2},-\frac{1}{C a r_{c}}\right)^{T} \tag{4.236}
\end{equation*}
$$

at the cylindrical part of the bubble $\left(\mathcal{F}\left(\mathbf{u}_{0}\right)=\mathbf{0}\right)$. Then, the expressions for initial conditions at the cylindrical part of the bubble are derived, considering small perturbations $\mathbf{u}_{1}=$ $\left(r_{b, 1}, \theta_{1}, p_{s, 1}\right)^{T}$ around the cylindrical shape, i.e.:

$$
\begin{equation*}
\mathbf{u}=\mathbf{u}_{0}+\mathbf{u}_{1} \tag{4.237}
\end{equation*}
$$

Let us fix the initial condition for $r_{b, 1}$, i.e.

$$
\begin{equation*}
r_{b, 1}\left(s_{i n}\right)=-\delta, \tag{4.238}
\end{equation*}
$$

where $0<\delta \ll 1$. In the next lines, we shall derive appropriate expressions for the other conditions in terms of $\delta$. In order to do that, the system 4.232) is linearized around the exact solution $\mathbf{u}_{0}$, i.e.

$$
\begin{equation*}
\frac{d \mathbf{u}_{1}}{d s}=\mathcal{F}\left(\mathbf{u}_{0}\right)+\nabla \mathcal{F}\left(\mathbf{u}_{0}\right) \mathbf{u}_{1}=\nabla \mathcal{F}\left(\mathbf{u}_{0}\right) \mathbf{u}_{1} \tag{4.239}
\end{equation*}
$$

where $\nabla$ is the gradient operator and it has the following explicit form:

$$
\nabla \mathcal{F}\left(\mathbf{u}_{0}\right)=\left(\begin{array}{ccc}
0 & -1 & 0  \tag{4.240}\\
\frac{1}{r_{c}^{2}} & 0 & -C a \\
-\frac{a_{s}^{\prime}\left(r_{c}\right)}{C a}-\frac{b_{s}\left(r_{c}\right)}{r_{c}^{2}} & 0 & C a b_{s}\left(r_{c}\right)
\end{array}\right)
$$

Thus, the linear form of the studied system of equations 4.196, 4.198, 4.199) reads

$$
\begin{align*}
\frac{d r_{b, 1}}{d s} & =-\theta_{1}  \tag{4.241}\\
\frac{d \theta_{1}}{d s} & =\frac{r_{b, 1}}{r_{c}^{2}}-C a p_{s, 1}  \tag{4.242}\\
\frac{d p_{s, 1}}{d s} & =-\frac{a_{s}^{\prime}\left(r_{c}\right)}{C a} r_{b, 1}-b_{s}\left(r_{c}\right) \frac{d \theta_{1}}{d s} \tag{4.243}
\end{align*}
$$

Let us recall, that our aim is to find appropriate initial conditions at the cylindrical part of the bubble. At it, the bubble shape is described well by the the zero-order approximation and, thus, it is unnecessary to use the correction terms in the linearized system (see Section 4.5). Then, we can neglect $b_{s}\left(r_{c}\right)$, which comes from the second-order correction term, see Eqs. 4.192 and 4.219). Therefore, we obtain the following system:

$$
\begin{align*}
\frac{d r_{b, 1}}{d s} & =-\theta_{1}  \tag{4.244}\\
\frac{d \theta_{1}}{d s} & =\frac{r_{b, 1}}{r_{c}^{2}}-C a p_{s, 1}  \tag{4.245}\\
\frac{d p_{s, 1}}{d s} & =-\frac{a_{s}^{\prime}\left(r_{c}\right)}{C a} r_{b, 1} \tag{4.246}
\end{align*}
$$

Expressing $\theta_{1}$ from Eq. 4.244) and substituting it in Eq. 4.245, we obtain

$$
\begin{equation*}
p_{s, 1}=\frac{1}{C a}\left(\frac{r_{b, 1}}{r_{c}^{2}}+\frac{d^{2} r_{b, 1}}{d s^{2}}\right) \tag{4.247}
\end{equation*}
$$

Using Eqs. 4.246, 4.247, one gets

$$
\begin{align*}
\frac{1}{C a}\left(\frac{1}{r_{c}^{2}} \frac{d r_{b, 1}}{d s}+\frac{d^{3} r_{b, 1}}{d s^{3}}\right) & =-\frac{a_{s}^{\prime}\left(r_{c}\right)}{C a} r_{b, 1}  \tag{4.248}\\
r_{c}^{3} \frac{d^{3} r_{b, 1}}{d s^{3}}+r_{c} \frac{d r_{b, 1}}{d s}+a r_{b, 1} & =0 \tag{4.249}
\end{align*}
$$

where $a$ is computed as follows:

$$
\begin{equation*}
a=r_{c}^{3} a_{s}^{\prime}\left(r_{c}\right)=\frac{2 r_{c}^{2}\left[8 C a_{p m}+B o\left(1-r_{c}^{4}+4 r_{c}^{4} \ln r_{c}\right)\right]}{1-4 r_{c}^{2}+3 r_{c}^{4}-4 r_{c}^{4} \ln r_{c}} \tag{4.250}
\end{equation*}
$$

for free surfaces and

$$
\begin{equation*}
a=\frac{r_{c}^{2}\left(1-r_{c}^{2}+2 r_{c}^{2} \ln r_{c}\right)\left[8 C a_{p m}+B o\left(1-r_{c}^{2}\right)^{2}\right]}{\left(1-r_{c}^{2}\right)^{2}\left[r_{c}^{2}-1-\left(1+r_{c}^{2}\right) \ln r_{c}\right]} \tag{4.251}
\end{equation*}
$$

for tangentially immobile surfaces, see Eqs. 4.214 and 4.225. Eq. 4.249 is a thirdorder homogeneous differential equation and it has an exact solution. In order to find it, we compute its characteristic polynomial equation

$$
\begin{equation*}
\left(\lambda r_{c}\right)^{3}+\lambda r_{c}+a=0 \tag{4.252}
\end{equation*}
$$

Due to the fact that the polynomial in Eq. 4.252) is increasing in $(-\infty,+\infty)$, the cubic equation has three solutions - one real $\lambda_{1}$ and two conjugate complex numbers $\lambda_{2}, \lambda_{3}=$ $a_{2} \pm i a_{3}$. The real root could be calculated, using the formula

$$
\begin{equation*}
\lambda_{1} r_{c}=\left[\left(\frac{a^{2}}{4}+\frac{1}{27}\right)^{1 / 2}-\frac{a}{2}\right]^{1 / 3}-\left[\left(\frac{a^{2}}{4}+\frac{1}{27}\right)^{1 / 2}+\frac{a}{2}\right]^{1 / 3} \tag{4.253}
\end{equation*}
$$

Then, the general solution of Eq. 4.249 has the form

$$
\begin{equation*}
r_{b, 1}(s)=C_{i, 1} e^{\lambda_{1} s}+C_{i, 2} e^{a_{2} s} \cos \left(a_{3} s\right)+C_{i, 3} e^{a_{2} s} \sin \left(a_{3} s\right) \tag{4.254}
\end{equation*}
$$

where $C_{i, 1}, C_{i, 2}$ and $C_{i, 3}$ are unknown constants. There are two general cases for the solution, depending on the signs of $\lambda_{1}$ and $a_{2}$. If $a<0$, then Eq. 4.252 has one positive real root and two conjugate complex roots with negative real part ${ }^{6}$. We are looking for small perturbations of the solutions at the cylindrical part of the bubble, then $C_{i, 1}=0$ (Otherwise, $\left.\lim _{s \rightarrow-\infty} r_{b, 1}(s)=-\infty\right)$. Then, the obtained solution is a non-physical one -

[^5]If $a<0$, then it follows from Eq. 4.256 that $\lambda_{1}>0\left(0<r_{c}<1\right)$. Using Eq. 4.255, we conclude $a_{2}<0$.
the capillary surface is periodic with an increasing amplitude for $s<s_{i n}$. If $a>0$, then Eq. (4.252) has one negative real root and two conjugate complex roots with positive real part. Due to the fact that we are looking for small perturbations of the solution, we conclude that $C_{i, 2}=C_{i, 3}=0$ and the solution has the form

$$
\begin{equation*}
r_{b, 1}(s)=C_{i, 1} e^{\lambda_{1} s} \tag{4.257}
\end{equation*}
$$

Using 4.238, we obtain

$$
\begin{equation*}
r_{b, 1}(s)=-\delta e^{\lambda_{1}\left(s-s_{i n}\right)} \tag{4.258}
\end{equation*}
$$

Substituting the latter in Eqs. (4.244) and 4.247), one gets

$$
\begin{align*}
\theta_{1} & =-\frac{d}{d s}\left[-\delta e^{-\lambda_{1}\left(s_{i n}-s\right)}\right]=\lambda \delta e^{-\lambda_{1}\left(s_{i n}-s\right)}  \tag{4.259}\\
p_{s, 1} & =\frac{1}{C a}\left[\frac{-\delta e^{-\lambda_{1}\left(s_{i n}-s\right)}}{r_{c}^{2}}-\lambda_{1}^{2} \delta e^{-\lambda_{1}\left(s_{i n}-s\right)}\right] \tag{4.260}
\end{align*}
$$

Thus, the initial conditions for the boundary value problem in the case of long bubbles acquire the form

$$
\begin{align*}
r_{b}\left(s_{i n}\right) & =r_{c}-\delta, z_{b}\left(s_{i n}\right)=z_{i n}  \tag{4.261}\\
\theta\left(s_{i n}\right) & =\frac{\pi}{2}+\lambda \delta, p_{s}\left(s_{i n}\right)=-\frac{1}{C a r_{c}}-\left(\lambda^{2}+\frac{1}{r_{c}^{2}}\right) \frac{\delta}{C a} \tag{4.262}
\end{align*}
$$

where $\lambda:=\lambda_{1}$ is the negative root of equation 4.252 and it is computed via the formula (4.253), see Eqs. 4.237, 4.238, 4.259, 4.260).

### 4.6.3 Regions of validity of parameters

As we derive in the previous section, long bubbles appear only if $a>0$. In the next lines, we shall find constraints for the ratio $\frac{C a_{p m}}{B o}$ in order long bubbles to appear.

## Free surfaces

The expression for $a$ in the case of free surfaces is given in Eq. 4.250). From the condition $a>0$, we conclude that

$$
\begin{equation*}
8 C a_{p m}+B o\left(1-4 r_{c}^{4}+4 r_{c}^{4} \ln r_{c}\right)>0 \text { for } r_{c} \in(0,1) \tag{4.263}
\end{equation*}
$$

see Eqs. 4.78, 4.250. Moreover, if $a=0$, it follows

$$
\begin{equation*}
\frac{C a_{p m}}{B o}=-\frac{1-4 r_{c}^{4}+4 r_{c}^{4} \ln r_{c}}{8} \text { for } B o \neq 0 \tag{4.264}
\end{equation*}
$$

For $B o>0$, the condition $a>0$ is equivalent to

$$
\begin{equation*}
\frac{C a_{p m}}{B o}>-\frac{1-4 r_{c}^{4}+4 r_{c}^{4} \ln r_{c}}{8} \tag{4.265}
\end{equation*}
$$

and for $B o>0-$ to

$$
\begin{equation*}
\frac{C a_{p m}}{B o}<-\frac{1-4 r_{c}^{4}+4 r_{c}^{4} \ln r_{c}}{8} \tag{4.266}
\end{equation*}
$$

Taking into account the conditions (4.73)-4.74 and the following inequality:

$$
\begin{equation*}
-\frac{1-4 r_{c}^{4}+4 r_{c}^{4} \ln r_{c}}{8}<-\frac{1-4 r_{c}^{2}+3 r_{c}^{4}-4 r_{c}^{4} \ln r_{c}}{8} \text { for } r_{c} \in(0,1) \tag{4.267}
\end{equation*}
$$

one obtains the regions of possible solutions of the considered problem in the case of free surfaces, see Fig. 4.8. If a long bubble appears and gravity acts along the $z$-axis ( $B o>$ 0 ), then the point with coordinates $h$ and $C a_{p m} / B o$ lies above the curve (4.71), which corresponds to a bubble at rest (see Figs. 4.6 and 4.8). In the case that gravity acts against the $z$-axis $(B o<0)$, a long bubbles appear only if the point $\left(h, C a_{p m} / B o\right)$ is under the curve 4.264 (see Fig. 4.8). For values of the parameters, which correspond to points, lying between the curves 4.71) and 4.264), there is no solution of the problem.


Figure 4.8: Regions of physical parameters for possible elongated bubble profiles for $g_{z}>0$ $(B o>0)$ and $g_{z}<0(B o<0)$ as functions of $C a_{p m}$ and dimensionless wetting film thickness $h$ in the case of free surfaces. Solid lines correspond to $C a=0$ and dashed lines to $a=0$.

## Immobile surfaces

The expression for $a$ in the case of tangentially immobile surfaces is given in Eq. 4.251. The condition $a>0$ is equivalent to the following inequality:

$$
\begin{equation*}
8 C a_{p m}+B o\left(1-r_{c}^{2}\right)^{2}>0 \tag{4.268}
\end{equation*}
$$

see Eq. 4.78). The curve

$$
\begin{equation*}
\frac{C a_{p m}}{B o}=-\frac{\left(1-r_{c}^{2}\right)^{2}}{8} \tag{4.269}
\end{equation*}
$$

corresponds to $a=0$. Taking into account conditions 4.83 4.84 and the following inequality:

$$
\begin{equation*}
-\frac{\left(1-r_{c}^{2}\right)^{2}}{8}<-\frac{1}{8}\left[1-r_{c}^{4}+\frac{\left(1-r_{c}^{2}\right)^{2}}{\ln r_{c}}\right] \text { for } 0<r_{c}<1 \tag{4.270}
\end{equation*}
$$

one obtains the regions of the possible solutions (see Fig. 4.9). If the gravity acts along the $z$-axis $(B o>0)$, then a long bubble appears only if the point $\left(h, C a_{p m} / B o\right)$ lies above the curve 4.82, which corresponds to $C a=0$. For $B o<0$, the existence of the long bubble for particular values of $h$ and $C a_{p m} / B o$ is verified if and only if the point $\left(h, C a_{p m} / B o\right)$ lies under the curve 4.269).


Figure 4.9: Regions of physical parameters for possible elongated bubble profiles for $g_{z}>0$ $(B o>0)$ and $g_{z}<0(B o<0)$ as functions of $C a_{p m}$ and dimensionless wetting film thickness $h$ in the case of tangentially immobile surfaces. Solid lines correspond to $C a=0$ and dashed lines to $a=0$.

### 4.6.4 Algorithm for finding the bubble shape

Generally speaking, the system 4.196-4.199 models the form of a drop for a given pressure distribution along the bubble surface. The solutions depend on the initial conditions and describe different types of possible capillary profiles: open capillary curves, curves with loops, etc. We are not interested in all solutions of this problem but in that, which corresponds to a closed bubble profile and, therefore, satisfies the natural boundary conditions at the bubble apex, see Eq. 4.226. Indeed, if one defines a tentative value of $h$, then the radial coordinate is $r_{c}=1-h$ and the capillary number is calculated as $C a=C a\left(B o, C a_{p m}, r_{c}\right)$ from Eqs. 4.68) or 4.81. Hence, for given physical parameters $B o$ and $C a_{p m}$, the system of equations (4.196) 4.199) with the initial conditions, given by Eq. 4.261) and 4.262,
has a numerical solution, which corresponds to an elongated bubble only for one thickness of the fluid layer in the cylindrical part, $h$.

Before focusing on finding the dimensionless thickness of the liquid film, $h$, we shall describe briefly how to solve the considered problem for fixed value of $h$. First, it can be noticed easily that there is a singularity in the third and the forth equations, 4.198) and 4.199, for $s=0$. The singularity in the third equation is removed easily due to the following computations:

$$
\begin{align*}
\left.\frac{d \theta}{d s}\right|_{s=0} & =-\operatorname{Cap}_{s}(0)-\lim _{s \rightarrow 0} \frac{\sin \theta}{r_{b}} \\
& =-\operatorname{Cap}_{s}(0)-\lim _{s \rightarrow 0} \frac{\cos \theta \frac{d \theta}{d s}}{\frac{d r_{b}}{d s}}=-\operatorname{Cap}_{s}(0)-\left.\frac{d \theta}{d s}\right|_{s=0} \tag{4.271}
\end{align*}
$$

From the latter, it follows that

$$
\begin{equation*}
\left.\frac{d \theta}{d s}\right|_{s=0}=-\frac{\operatorname{Cap}_{s}(0)}{2} \tag{4.272}
\end{equation*}
$$

The singularity at the right hand side in the fourth equation in not removable due to the fact

$$
\begin{equation*}
\lim _{r_{b} \rightarrow 0} F\left(r_{b}, \theta, p_{s}, B o, C a_{p m}\right)=+\infty \tag{4.273}
\end{equation*}
$$

This result comes from the inaccuracy of the approximation and is not physical phenomena. Due to this fact, we write the function $F$ as follows:

$$
\begin{equation*}
F=-\frac{a_{s}\left(r_{b}\right)}{C a} \sin \theta-\frac{b_{s}\left(r_{b}\right)}{\sin ^{3} \theta} \sin \theta \frac{d \theta}{d s}+\frac{c_{s}\left(r_{b}\right) \cos ^{2} \theta}{\sin ^{2} \theta} \sin \theta \tag{4.274}
\end{equation*}
$$

see Eq. 4.207). In the latter, we shall set $\sin \theta=1$ in the denominators, i.e.

$$
\begin{equation*}
F_{1}=-\frac{a_{s}\left(r_{b}\right)}{C a} \sin \theta-b_{s}\left(r_{b}\right) \sin \theta \frac{d \theta}{d s}+c_{s}\left(r_{b}\right) \cos ^{2} \theta \sin \theta \tag{4.275}
\end{equation*}
$$

This approximation, obviously, holds in the cylindrical part of the bubble. Moreover, the closer we get to the apex of the bubble, the capillary pressure becomes more pronounced and inaccuracies in solving the hydrodynamic problem effect the solution weakly. Due to this fact, the approximation $F_{1}$ is appropriate to use for arbitrary value of $\theta$.

The algorithm for solving the considered problem for fixed value of $h$ in the case of free surfaces is briefly described in Alg. 3. The main idea of algorithm is pretty straightforward. We compute the radius of the cylindrical part of the bubble $r_{c}$, the capillary number $C a$ and the parameter $a$. By using this information, one finds the only negative root of the polynomial 4.252 and use it to find the initial conditions. Finally, we solve the considered problem, using the tenth-order Runge-Kutta method with fixed step.

The results from running this procedure for $B o=2$ and $C a_{p m}=0$ and for $B o=0$ and $C a_{p m}=0.5$ in the case of free surfaces are illustrated in Fig. 4.10. For $B o=2$ and $C a_{p m}=0$, the capillary curve has a loop for $h=0.1$, the calculated profile is open for $h=0.2$, and only for $h=0.1617$, one obtains the real bubble shape (Fig. 4.10a). In the second case, for $h=0.26$ and $h=0.29$, the capillary profiles are open and the physical solution is obtained for $h=0.2752$ (Fig. 4.10b). For all combinations of $B o$ and $C a_{p m}$ (see Sec. 4.7), the behavior of capillary profiles is similar to this, illustrated in Fig. 4.7.

```
Algorithm 3 Compute the bubble profile in the case of free surfaces for fixed \(h\)
    procedure ComputeBubbleProfile \(\left(B o, C a_{p m}, h\right)\)
        \(r_{c} \leftarrow 1-h ;\)
        \(C a \leftarrow C a\left(B o, C a_{p m}, r_{c}\right) ; \quad \triangleright\) Eq. 4.68
        \(W \leftarrow 1-C a_{p m} / C a\);
        \(a=a\left(B o, C a_{p m}, r_{c}\right) ; \quad \triangleright\) Eq. 4.250 ,
        \(\lambda_{1}=\lambda_{1}(a) ; \quad \triangleright\) Eq. 4.253
        \(\delta \leftarrow 0.00001 ;\)
        initialConditions \(\leftarrow\) initialConditions \(\left(C a, r_{c}, \delta, \lambda_{1}\right) ; \quad \triangleright\) Eqs. 4.261, 4.262)
        step \(\leftarrow-0.0001\);
        procedure \(\operatorname{RHS}\left(r_{b}, z_{b}, \theta, p_{s}\right)\)
            if \(r_{b} \geq 0.001\) then
                return \(\left\{\cos \theta, \sin \theta,-C a p_{s}-\frac{\sin \theta}{r_{b}}, F_{1}\left(r_{b}, \theta, p_{s}, C a, C a_{p m}, W\right)\right\} ; \quad \triangleright 4.275\)
            else
                return \(\left\{\cos \theta, \sin \theta,-\frac{C a p_{s}}{2}, 0\right\} \quad \triangleright 4.273\);
            end if;
        end procedure;
        RungeKutta17(step, RHS, initialConditions);
    end procedure;
```



Figure 4.10: Calculated capillary profiles for three different values of the dimensionless layer thickness, $h$, in the case of free bubble surfaces.

Next, we shall focus our attention on finding the unique value of $h$, for which the profile closes (for given values of $B o$ and $C a_{p m}$ ). In order to do that, first, we shall state the criteria for stopping the Runge-Kutta method in the case that the profile does not close for the current value of $h$. We use the following stopping criteria:

- $r_{b, \text { next }}>r_{b, \text { current }}$;

```
- \(z_{b, \text { next }}>z_{b, \text { current }} ;\)
- \(\theta_{\text {next }}>\theta_{\text {current }}\),
```

where the suffix "next" denotes the next computed approximation and the suffix "current" - the current one. Using these criteria, we obtain a sequence of bubble profiles for different values of $h$. The next step is to investigate how far from closing are these profiles. In order to do that, we introduce a new function ComputeDist $\left(B o, C a_{p m}, h\right)$, which computes the distance between the end of the profile and the abscissa for given values of $B o, C a_{p m}$ and $h$. Having all this in mind, we are ready to present an algorithm for finding the dimensionless thickness $h$ (see Alg. 4). The main idea of the algorithm is to start with initial guess for $h$. Then, we obtain the distance from the end of the bubble profile to the abscissa, using the function ComputeDist, for the bubble profiles, which have dimensionless thicknesses $h, h(1-$ precision $)$ and $h(1+$ precision $)$. Comparing the obtained results, the next value of $h$ is chosen to be that one, for which the distance between the end of profile and the abscissa is the smallest. The algorithm continues, while we cannot find "better" value for $h$. Then, the precision is set higher. In the current implementation (see Alg. 4 ), the value of $h$ is computed with precision of $0.001 \%$.

Values of the dimensionless thickness $h$ for the closed profiles, depicted in Fig. 4.10, are computed, using Alg. 4.

```
Algorithm 4 Compute the value of the dimensionless thickness \(h\)
    procedure FindFilmThickness( \(B o, C a_{p m}\) )
        \(h \leftarrow 0.33 ;\)
        precision \(\leftarrow 0.1\);
        for \(i \leftarrow 1\) to 5 do
            lastRb \(\leftarrow\) ComputeDist \(\left(B o, C a_{p m}, h\right)\);
            last \(R b L \leftarrow\) ComputeDist \(\left(B o, C a_{p m}, h(1-\right.\) precision \(\left.)\right)\);
            lastRbU \(\leftarrow\) ComputeDist \(\left(B o, C a_{p m}, h(1+\right.\) precision \(\left.)\right)\);
            while \(\min (\) last \(R b\), last \(R b L\), last \(R b U) \neq \operatorname{last} R b\) do
                if \(\min (l a s t R b L, l a s t R b U)==\) last \(R b L\) then
                    \(h \leftarrow h(1-\) precision \() ;\)
                    else
                    \(h \leftarrow h(1+\) precision \() ;\)
                    end if
                    last \(R b \leftarrow \min (\) last RbL, lastRbU);
                    last \(R b L \leftarrow\) ComputeDist \(\left(B o, C a_{p m}, h(1-\right.\) precision \(\left.)\right)\);
                lastRbU \(\leftarrow\) ComputeDist \(\left(B o, C a_{p m}, h(1+\right.\) precision \(\left.)\right)\);
            end while
                precision \(\leftarrow\) precision \(/ 10\);
        end for
    end procedure
```


### 4.7 Numerical results

For fixed physical parameters in the regions of possible solutions (Figs. 4.8 and 4.9), the system of equations 4.196, 4.197), 4.198 and 4.199 with initial conditions 4.261) and (4.262) is solved numerically, using the explicit tenth-order Runge-Kutta method 4.88. In all numerical calculations, the values of the amplitude $\delta$ in Eqs. 4.261) and 4.262 is $10^{-5}$ and the numerical step in the arc length of the bubble surface is $10^{-4}$. For given parameters $B o$ and $C a_{p m}$, the dimensionless thickness, $h$, is varied to obtain the physical bubble shape, see Fig. 4.10 .

### 4.7.1 Comparison with experimental data

Fig. 4.11 shows experimental data 4.24 (symbols) for the capillary numbers and dimensionless layer thicknesses of long rising bubbles in capillaries as functions of the Bond numbers. The authors used pure substances to ensure a constant value of the surface tension. The calculations for free surfaces (solid blue lines) describe the experimental data for all studied values of the Bond number ( $B o \leq 7.5$ ) excellently. The Bretherton asymptotic formulae (dashed lines in Fig. 4.11) give good results for low values of capillary number, $C a<3.2 \times 10^{-4}$. Using our approach, the validity of theoretical calculations is experimentally confirmed for $C a<0.3$.

The comparisons between the capillary numbers and dimensionless layer thicknesses, calculated for tangentially immobile or free interfaces, are shown in Fig. 4.11. It is well illustrated that the bubble translational velocity decreases and the film thickness, $h$, increases in the presence of surface-active substances, which generally lead to immobilization of interfaces.


Figure 4.11: Comparison between experimental data for rising bubble 4.24 (symbols) and the theoretical calculations.

In the case of motion of long bubbles under the action only of the Poiseuille flow $(B o=0)$, the comparison between experimental data and numerical calculations are shown in Fig. 4.12, The original Bretherton asymptotic solution 4.1 (dashed lines) describes experimental data with accuracy of $10 \%$ for low values of the capillary numbers $C a<5 \times 10^{-3}$. The extended


Figure 4.12: Comparison between experimental data 4.36, 4.39 (symbols) for Taylor bubbles and the theoretical calculations. Solid line - generalized lubrication approximation; A-line - model, based on the zero-order lubrication approximation 4.80; B-line - extended Bretherton model 4.58.

Bretherton model 4.58 (B line) gives acceptable results for $C a<0.1$ - the predicted parameter $W$ and dimensionless film thickness $h$ are systematically lower than experimental ones for larger values of the capillary number. The model, based on the zero-order lubrication approximation 4.80 (A line), describes well the experimental data for $C a<0.2$ but the calculated values of $W$ and $h$ considerably increase for the case where $C a>0.2$. The use of the generalized lubrication approximation, which accounts also for the first-order lubrication approximation, leads to an excellent description of experimental data for $C a<2.0$, see the blue solid lines in Fig. 4.12 for free surfaces.

The numerical calculations and experimental observations show that there is no pronounced difference between soluble and insoluble surfactants with respect to the film thickness, $h$, for $C a<2.0$ - the calculated and measured values of $h$ are systematically larger than those, corresponding to bubbles in pure liquids 4.72. These results correlate with the calculated dependencies $W(C a)$ and $h(C a)$ in the case of tangentially immobile interfaces (see Fig. 4.12). For fixed mean velocity $V_{p m}$ of the Poiseuille flow (fixed values of $C a_{p m}$ ), the enlarged viscous friction with tangentially immobile interfaces leads to the translation bubble velocity, $V_{b}$, closer to $V_{p m}$ and respectively, to lower values of $W$ (Fig. 4.12a). The increased viscous friction gives rise to the dynamic pressure in the liquid film and the translational bubble motion takes place for thicker cylindrical parts of the liquid films, $h$ (Fig. 4.12b).

Fig. 4.13 shows the effect of the mean velocity of the Poiseuille flow, $V_{p m}$, on the increasing velocity of long bubbles, $V_{b}$, for a fixed Bond number, $B o=4.6$. The experimental data 4.83 (symbols) are close to the theoretical calculations for bubbles with free surfaces. The calculated dependence $V_{b} / V_{p m}$ on $C a_{p m}$ for tangentially immobile interfaces predicts lower values of the relative velocity. At small $C a_{p m}$, there is a large effect of interfacial rheology (free vs tangentially immobile interfaces) on the relative translational velocity of bubbles. The small deviations of the experimental data from the calculated theoretical line in the case of bubbles with free surfaces are likely due to trace amounts of surface-active contaminations in the working fluid 4.83.


Figure 4.13: Comparison between experimental data 4.83] (symbols) for relative velocity $V_{b} / V_{p m}>0$ vs $C a_{p m}$ of long bubbles for fixed Bond number, $B o=4.6$, with the theoretical calculation for fully mobile and immobile interfaces.

### 4.7.2 Simultaneous action of the Poiseuille flow and gravity

In the literature, there are no systematic experimental data for the long bubble motion under simultaneous action of the Poiseuille flow and gravity (like those illustrated in Fig. 4.13). Figs. 4.8 and 4.9 show that one distinguishes two general cases. The first one corresponds to $B o>0$, when the Poiseuille flow with $C a_{p m}>0$ accelerates and that with $C a_{p m}<0$ decelerates the bubble motion. The experimental data in Fig. 4.13 correspond to $B o>0$ and $C a_{p m}>0$. Fig. 4.14 summarizes the numerical results for the effect of the Poiseuille flow on the bubble translational velocity and respective thickness of cylindrical film layer for positive values of the Bond number and different models for surfaces (fully mobile and tangentially immobile).

Fig. 4.11 illustrates that for $C a_{p m}=0$, the gravity should be sufficiently high to ensure $B o>0.842$ in order to have a motion of long bubbles. Figs. 4.14a and 4.14c show that the threshold value of $B o$ increases with the increase of the absolute value of $C a_{p m}$ for $C a_{p m}<0$. Moreover for tangentially immobile interfaces, these values of $B o$ are considerably greater. If the both forces act in one direction $\left(C a_{p m}>0\right)$, then the bubble moves and $C a>0$ even for $B o=0$ (see Fig. 4.12). With the increase of gravity effect (Bo number), the calculated curves for a given $C a_{p m}$ become closer to that, corresponding to $C a_{p m}=0$ and the effect of Poiseuille flow becomes less pronounced.

The greater values of the threshold Bond number for $C a_{p m}<0$ are interrelated with the increase of the thicknesses of wetting films in cylindrical parts (Figs. 4.14b and 4.14d). Oppositely for $C a_{p m}>0$, very thin cylindrical liquid layers can be realized. As it can

(a) The Bond number, Bo, vs the capillary number, $C a$, for free surfaces.

(c) The Bond number, Bo, vs the capillary number, $C a$, for tangentially immobile interfaces.

(b) The film thickness, $h$, vs the capillary number, $C a$, for free surfaces.

(d) The film thickness, $h$, vs the capillary number, $C a$, for tangentially immobile interfaces.

Figure 4.14: Effect of the Poiseuille flow on the bubble translational velocity and respective thickness of cylindrical film layer.
be expected, the films for tangentially immobile interfaces are thicker than those for fully mobile surfaces.

The second general case is when the gravity decelerates the bubble motion ( $B o<0$ and $C a_{p m}>0$, see Figs. 4.8 and 4.9 . The numerical results for the dependence of $C a_{p m}$ and $h$ on the capillary number, $C a$, for both types of bubble interfaces are summarized in Fig. 4.15 for a wide range of Bond numbers, $B o<0$. It is well illustrated that with the increase of the magnitudes of Bond number, $|B o|$, in order to have the same translational velocities of bubbles (for given values of $C a$ ), one need to apply more intensive Poiseuille flows (Figs. 4.15 a and 4.15 c ). Nevertheless, the effect of gravity is relatively weak. For example, the decrease of $B o$ from 0 to -45 for $C a=1$ increases $C a_{p m}: 1.62$ times for free surfaces; 1.50 times for immobile interfaces. The values of $C a_{p m}$, needed to ensure a given capillary number, are greater for bubbles with tangentially immobile interfaces.

The calculated respective thicknesses $h$ are given in Figs. 4.15 b and 4.15 d . The increase of the magnitudes of Bond number, $|B o|$, leads to the decrease of the thicknesses of the


Figure 4.15: Effect of gravity on the bubble translational velocity and on the thickness of cylindrical film layer, $h$, in the presence of Poiseuille flow.
wetting cylindrical films. Note that the effect of $B o$ on $h$ is more pronounced. Indeed, the decrease of $B o$ from 0 to -45 for $C a=1$ decreases $h$ : from 0.284 to 0.0988 , that is 2.88 times for free surfaces; from 0.461 to 0.1914 , that is 2.41 times for immobile interfaces. The bubbles with tangentially immobile interfaces move with the same translational velocity as those with free surfaces under the action of more intensive Poiseuille flows and with thicker wetting films in their cylindrical parts.

### 4.8 Conclusion

Most of the research reported numerically or experimentally the motion of drops and bubbles through capillaries in the pressure-driven flow or under the action of gravity separately. The interplay of the two effects is not described systematically 4.82, 4.83. In addition, the physicochemical properties of liquids and interfaces have been restricted to the Marangoni
effect and bulk diffusivity of soluble and insoluble surfactants, even though small changes in parameters, such as Gibbs elasticity, surface diffusivity and viscosity can change considerably the translational velocity of drops and bubbles. The validity of the asymptotic Bretherton expressions 4.1 has been extended for capillary numbers up to 0.2 in the case of pressuredriven flows 4.39, 4.58. The various physicochemical properties of investigated systems need a simple and transparent approach for modeling the bubble motion, which is valid for moderate capillary and Bond numbers, and can be generalized by introducing complex interfacial rheology and intermolecular forces.

We studied the motion of long axisymmetric bubbles with free and tangentially immobile interfaces through capillaries, based on the exact solution of the hydrodynamic problem in cylindrical coordinate system in the frame of the generalized lubrication approximation, keeping the zero-order terms 4.80 and the first-order terms. As a result the expressions for the fluid velocity and dynamic pressure are calculated for an arbitrary shape of the bubble. These quantities are substituted in the normal stress boundary condition to obtain the boundary value problem in terms of an arc length for the bubble shape. Diagrams for the necessary conditions for the appearance of long bubbles are constructed (Figs. 4.8 and 4.9). The implemented method allows fast and precise calculation of the dependence of the capillary number and the wetting film thickness in the cylindrical part on the system parameters.

The comparisons with available experiments (Figs. 4.11, 4.12, and 4.13) show the validity of the proposed approach for moderate capillary, $C a$, and Bond, Bo, numbers, $C a<2$ and $B o<7.5$. When the pressure-driven flow hinders the rising of bubbles, the gravity should be sufficiently high to ensure bubble motion (Fig. 4.14). A very low applied pressure gradient in the opposite direction of bubble translation leads to bubble motion and the Bretherton condition $(B o>0.842)$ does not take a place. When the gravity opposes the pressure-driven bubble motion (Fig. 4.15), the translational velocity decreases for high absolute values of the Bond number. Generally, in the case of tangentially immobile interfaces, the translational velocity, $V_{b}$, is lower and the wetting film thickness, $h$, is higher than those, predicted for free bubble surfaces at given fixed system parameters.

Experimental and theoretical extension of this work could include the effect of surfactants with concentrations above the critical micelle concentration and the motion of long bubbles in nanofluids 4.75, 4.76.
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## Chapter 5

## Conclusions and main contributions

### 5.1 General conclusions

A complex fluid (three-dimensional phase) is fluid, which is not Newtonian or the surface tension on its material interfaces (two-dimensional phases) is not constant. Examples for complex fluids are foams, emulsions, melts, biological cells, tissues and liquids, etc., which have applications in the chemical, pharmaceutical and oil industry, everyday life and medicine. In continuum mechanics, a complex fluid is modelled by the mass, momentum and energy balance equations, which are not closed. To close the physicochemical models and to introduce a mathematical formulation of the respective problems, the natural scientists assume different semi-empirical laws (linear or nonlinear) to relate the stress and strain tensors. Even in the simplest linear rheological case of Newtonian fluids, the Navier-Stokes equations for incompressible fluids become of a fourth order (the elimination of the pressure leads to nonlinear partial differential equations, which contain bi-Laplacian of the velocity vector). For typical applications, the bulk fluids are incompressible but the material interfaces are not - they can deform, take different complex shapes and have considerably different rheological behavior, which is affected by the adsorbed surfactants, polymers or particles, by the properties of the biological membranes, etc. Generally, the appearance of interfaces leads to complex boundary value problems. To construct adequate rheological models, the experimentalists need simplified mathematical models and fast numerical procedures to fit the obtained data and to extract information about the rheological parameters (e.g. the surface dilatational and shear viscosity and elasticity, yield stress, etc.).

In the thesis, we consider three different applications of the boundary value problems in the case of linear or strongly nonlinear models of the second or higher orders. The first problem (Chapter 2) is related to the interaction between large protein molecules and colloid particles (particles of micron or submicron sizes), both of which are attached to the interface between two fluids. For small sizes (below 3 microns), the proteins and colloids (termed as particles) interact with van der Waals, electrostatic and capillary forces. Except for the van der Waals interactions, the electrostatic and capillary forces arise because of the surface charge density of particles and their three-phase contact angles. Due to the small particle volumes, the gravity is negligible and, therefore, the deformation of the interface is
a result of the electrostatic pressure distribution along the interface and related to it electrodipping force. The strategy for computer modeling is to solve the respective problem for flat interface, to calculate the electrostatic pressure distribution and the electro-dipping force; to use the calculated distribution in the normal stress boundary condition in order to compute the interfacial deformation; etc. From experimental viewpoint, the first two steps are the most important.

In the literature [5.1, 5.2], the problem for the electrostatic distribution is solved numerically and analytically (in the terms of Mehler-Fock integral transform) in the case of one fully conductive bulk phase (water). This simplification leads to the Dirichlet boundary conditions at the particle-water and dielectric phase-water boundaries (the electrostatic potential at these boundaries is equal to zero). The estimation of the part of the electro-dipping force, arising from the water phase, shows that the contribution from the water phase is not negligible and one should account for all dielectric phases simultaneously. In Chapter 2 the Laplace equations for the electrostatic potentials in all three domains (spherical particle, upper and lower dielectric phases) are solved with the boundary conditions at all three dividing surfaces (continuity of the electrostatic potentials and balance of surface charges). The numerical solution of this generalized (in fact more realistic) problem gives the answer to the question for the role of water phase on the electrostatic potential distribution. In the most cases, some of the physical quantities have weak singularities at the three-phase contact line (in our case, the derivative of the electrostatic potential that is the electric field vector). Physically, a weak singularity means that the integral of the respective force, containing these quantities, over the surface has a well-defined finite value. The isolation of the weak singularity, transformation of the complex numerical domains into rectangles, using toroidal coordinates, and the application of fast and precise numerical methods become of a crucial importance for the adequate solution of the problem, described in Chapter 2 ,

The second problem (Chapter 3) is a part of two very complex tasks. The first one is to predict the two-dimensional ordering of a large number of molecules and colloidal particles, which float at the surface between two fluids, and the drag forces, which act on them due to their Brownian motion under the action of van der Waals, electrostatic and capillary forces. The second task is related to the fact that there is no direct microscopic method to measure the value of the three-phase contact angle. The recently developed optical trap method uses laser beams to manipulate colloidal particles at the interfaces and biological membranes. From the lateral velocity of a particle and the applied optical tweezer force, the experimentalists measure the drag force of the colloidal particle (tracer). Thus, one needs a fast and precise numerical method to calculate the drag force for a given three-phase contact angle and to use this procedure for fitting of experimental data in order to obtain the most probable value of the three-phase contact angle. From a physical viewpoint, the formulation of the model in Chapter 3 is quite clear: Stokes equation in each of the incompressible fluid phases; continuity of the velocity and tangential stresses at the flat dividing surface between them; given translational velocity of the spherical colloidal particle, attached to the interface, with a fixed three-phase contact angle. One possible numerical approach to solve the problem is the two-vorticities-one-velocity formulation [5.3]. The reported method is of a second-order in the three-dimensional domains (with respect to the Stokes equations) but of a first-order in the two-dimensional domains (with respect to the boundary conditions). As a result, the method is slow and not convenient for multitask applications. The problem has also an analytical solution in terms of the Mehler-Fock integral transform for negligible viscosity of one of the fluids (e.g. water-air interface) and contact angles $\leq 90^{\circ}$ 5.4. In fact, this particular case is not realistic and with a quite restricted application. Nevertheless, the
only way to check the validity of a numerical method and its precision is to use this exact solution of the problem. The main reason for the difficulties in numerical computations in 5.3 and for the restricted validity of the analytical solution (contact angles $\leq 90^{\circ}$ ) [5.4] is the weak singularity of the pressure function at the three-phase contact line.

Our approach in Chapter 3 is based on the gauge reformulation of the Stokes problem, which introduces vector and scalar potentials of the velocity and pressure distributions; the reduction of the three-dimensional problem in the two-dimensional one for the first Fourier modes with respect to the polar angle; the transformation of the complex domains into rectangles, using a modification of the standard toroidal coordinates. As a result, the original problem for the bulk fluids is reduced to a system of four partial differential equations of a second-order for each of the phases. These systems are interrelated with the boundary conditions at the dividing surfaces. The main difficulty in the gauge formulation is to introduce self-consistent boundary conditions for the vector and scalar potentials. The introduced in Chapter 3, new type of boundary conditions resolves this problem and gives possibility to construct an efficient second-order ADI-type scheme for the numerical solution, which is fast enough and gives good precision. The asymptotic analysis of the weak singularity at the three-phase contact line shows the regions of regular and singular pressure distributions and improves the precision of the calculation for the drag force.

One of the most difficult problems in physicochemical and biological modeling is to obtain the shape of material interfaces in static and dynamic regimes. The complex shapes, the stability and instability of interfaces and their interactions with other material objects are of general importance for the description of their physicochemical properties. One example is considered in Chapter 4 - a motion of a long bubble through a cylindrical capillary under the action of pressure gradients (Poiseuille flow) and gravity. The bubble surface can be: free, i.e. tangentially mobile interface - classical formulation; tangentially immobile but deformable, e.g. the model of biological membranes, surfactant laden interfaces, etc. The analytical solutions of the classical problems (free surfaces) for the gravity- and for the pressure-driven motion in the case of very small bubble velocity are known as the Bretherton problems [5.5. The only formulas that extend the validity of the Bretherton formulas and are applicable in the case of bubble with a free surface under the action of pressure, are published in Refs. [5.6, 5.7. Again, this problem is a part of more complex computations, e.g. a motion of drops and bubbles in a rock porous medium in the oil recovery problems or the motion of biological inclusions in the human veins. Due to the fact that the available numerical calculations are very time consumable, it is difficult (and in the most cases impossible) these calculations to be generalized to complex fluids and material interfaces.

In Chapter 4, we combine the Bretherton idea with the approach in 5.6 and solve the hydrodynamic problem for the lubrication approximation not only for the zero-order but also for the first-order approximation of the fluid velocity and pressure. As it can be expected, this increases the precision of the used approximation solution. One advantage of this analytical method is its validity for an arbitrary smooth shape of the interface. As a result, the analytical expressions for the flow characteristics in the case of tangentially mobile and immobile interfaces are obtained. The normal stress boundary condition, in which the lubrication approximation solution is substituted, defines the shape of bubble. The obtained numerical problem is a system of four nonlinear differential equations with one adjustable parameter, which has to be varied in order to calculate a close capillary profile. From mathematical and numerical viewpoint, the obtained problem is analogous to the method known as an axisymmetric drop shape analysis, which is incorporated in many commercial
apparatuses for measurement of the surface tension and the contact angle. The obtained numerical results describe excellently the available experimental data; expand the validity of the semi-analytical model by at least two orders of magnitude to moderate capillary and Bond numbers; explain the complex behavior of the simultaneous action of gravity and pressure-driven flow; show the principle difference between mobile and immobile interfaces.

### 5.2 Main contributions

1. The problem for distribution of electrostatic potentials in dielectric media (two immiscible fluid phases and a spherical colloidal particle, attached to the flat interface between them) consists of Laplace equations for the functions in the three-dimensional domains, continuity of these functions and conditions for their normal derivatives at the known two-dimensional boundaries. The problem is solved numerically, using the developed for this purpose fast and efficient algorithm. The strategy of computations is based on: the transformation of the complex domains into rectangles, using appropriate toroidal coordinates; analytical computation of the weak singularity at the three-phase contact line; implementation of a self-consistent second-order ADI-type numerical scheme. The results generalize the idealized case in [5.1], in which the water permeability is assumed to be infinite. In the present study, we take into account its finite value as well as the simultaneous effect of all dielectric phases.
2. The problem for the translational motion of a spherical colloidal particle, attached to a flat interface between two incompressible fluids, consists of Stokes equations for the velocity vector and the pressure (in fact bi-Laplacian of the velocity vector is equal to zero) in the three-dimensional domains, continuity of the velocity and the tangential stresses at the two-dimensional fluid-fluid interface and a known velocity vector at the particle surface. The problem is solved numerically from 10 to 1000 times faster than by the proposed method in method 5.3. The strategy of computations is based on: the gauge formulation in terms of vector and scalar potentials of velocity and pressure; transformation of the threedimensional problem into the two-dimensional one for the first Fourier mode with respect to the polar angle; transformation of the complex domains into rectangles, using modified toroidal coordinates; construction of a second-order ADI-type numerical scheme, taking into account the original formulation of the two-dimensional boundary conditions; the analytical calculation of the weak singularity at the three-phase contact line and the isolation of the pressure singularity, which increases the precision of the drag force calculations.
3. The problem for the gravity- and pressure-driven motion of a long bubble with tangentially mobile (classical case) or immobile interface (biological membrane, surfactant laden interface, etc.) through a cylindrical capillary is solved semi-analytically. The problem consists of: Stokes equations in the three-dimensional domain; known Poiseuille velocity profile at large distances from the bubble; no-slip boundary condition at the capillary wall; tangential and normal stress boundary conditions at the deformable bubble surface. The strategy of computations is based on: the exact analytical solution of the Stokes problem for small slopes of the tangent to the bubble shape, which leads to zero- and first-order approximations at an arbitrary smooth bubble shape; substitution of the obtained solutions in the normal stress boundary condition, from which it follows a system of four first order nonlinear differential equations with respect to the arc length with one adjustable parameter (the capillary pressure at the bubble apex); the efficient numerical scheme for calculating the fourth-order boundary value problem for the shape by fitting the adjustable parameter
in order to obtain a closed capillary profile. As a result, the obtained method describes excellently the available experimental data, increases more than two orders of magnitude the range of the applicability of the analytical approaches known in the literature, and explain the complex physical picture of the simultaneous action of gravity and pressure-driven flows for classical and tangentially immobile interfaces.
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## Appendix A

## Drag force coefficient

The net drag force $\mathbf{F}$ on a particle of radius $R$, attached on the interface between two viscous fluids, is calculated by integrating the stress tensor $\mathbf{P}$ over the particle volume or as a surface integral of the normal component of the stress tensor over the particle surface $S_{p}$ (divergence theorem), i.e.

$$
\begin{equation*}
\mathbf{F}=\iint_{S_{p}} \mathbf{P} \cdot \mathbf{n} d S_{p} \tag{A.1}
\end{equation*}
$$

where $\mathbf{n}$ is the unit normal vector to the surface $S_{p}$, pointing to the fluid phases (see Fig. 3.1). Due to the fact that the drag force depends on fluid 1 at the upper part of the particle $S_{p 1}$ and on fluid 2 - at the lower part $S_{p 2}$, we obtain

$$
\begin{equation*}
\mathbf{F}=\iint_{S_{1 \mathrm{p}}} \mathbf{P}_{1} \cdot \mathbf{n} d S_{1 \mathrm{p}}+\iint_{S_{2 \mathrm{p}}} \mathbf{P}_{2} \cdot \mathbf{n} d S_{2 \mathrm{p}} \tag{A.2}
\end{equation*}
$$

where $\mathbf{P}_{1}$ denotes the stress tensor at the upper part of the particle surface and $\mathbf{P}_{2}$ - at lower part. The stress tensor $\mathbf{P}_{m}$ of the viscous fluid phase $m$ is computed as

$$
\begin{equation*}
\mathbf{P}_{m}=-p_{m} \mathbf{I}+\eta_{m}\left[\nabla \mathbf{v}+(\nabla \mathbf{v})^{T}\right] \tag{A.3}
\end{equation*}
$$

where $p_{m}$ is the pressure and $\eta_{m}$ is the viscosity of phase $m$, see Eq. U.64 in the Supplementary file U.

Next, we parametrize the spherical particle $\left(x_{s}, y_{s}, z_{s}\right)$ by using spherical coordinates

$$
\begin{align*}
x_{s} & =R \cos \varphi \sin \theta,  \tag{A.4}\\
y_{s} & =R \sin \varphi \sin \theta,  \tag{A.5}\\
z_{s} & =R \cos \theta+R \cos \alpha, \tag{A.6}
\end{align*}
$$

where $\varphi \in[0,2 \pi)$ is the azimuth angle and $\theta \in[0, \pi)$ is the polar angle. Then, the polar angle changes from 0 to $\pi-\alpha(0 \leq \theta \leq \pi-\alpha)$ along the upper part of the particle surface and from $\pi-\alpha$ to $\pi(\pi-\alpha \leq \theta \leq \pi)$ along the lower one. Therefore, one represents the
expression for the drag force A.2 in the following form:

$$
\begin{align*}
\mathbf{F} & =\int_{0}^{2 \pi} \int_{0}^{\pi-\alpha}\left(\mathbf{P}_{1} \cdot \mathbf{n}\right)|\mathbf{n}| d \theta d \varphi+\int_{0}^{2 \pi} \int_{\pi-\alpha}^{\pi}\left(\mathbf{P}_{2} \cdot \mathbf{n}\right)|\mathbf{n}| d \theta d \varphi \\
& =R^{2} \int_{0}^{2 \pi} \int_{0}^{\pi-\alpha}\left(\mathbf{P}_{1} \cdot \mathbf{n}\right) \sin \theta d \theta d \varphi+R^{2} \int_{0}^{2 \pi} \int_{\pi-\alpha}^{\pi}\left(\mathbf{P}_{2} \cdot \mathbf{n}\right) \sin \theta d \theta d \varphi \tag{A.7}
\end{align*}
$$

by calculating the length of $\mathbf{n}$ :

$$
\begin{align*}
|\mathbf{n}| & =\mid\left(-R \sin \varphi \sin \theta \mathbf{e}_{x}+R \cos \varphi \sin \theta \mathbf{e}_{y}\right) \\
& \times\left(R \cos \varphi \cos \theta \mathbf{e}_{x}-R \sin \varphi \cos \theta \mathbf{e}_{y}-R \sin \theta \mathbf{e}_{z}\right) \mid \\
& =\left|-R^{2}\left(\cos \varphi \sin ^{2} \theta \mathbf{e}_{x}+\sin \varphi \sin ^{2} \theta \mathbf{e}_{y}+\sin \theta \cos \theta \mathbf{e}_{z}\right)\right|  \tag{A.8}\\
& =R^{2} \sin \theta \tag{A.9}
\end{align*}
$$

Due to the fact that most of the computations in Chapter 3 are done in cylindrical coordinates $(r, \varphi, z)$, we use cylindrical coordinates in order to simplify the expression under the integral sign. Taking into account that the particle surface is parameterised by spherical coordinates, we use the transformation between the standard cylindrical coordinates and spherical ones:

$$
\begin{equation*}
r=\rho \sin \theta, \varphi=\varphi, z=\rho \cos \theta+R \cos \alpha \tag{A.10}
\end{equation*}
$$

where $\rho$ is the radial distance. Then, the parametrization of the sphere in cylindrical coordinates is

$$
\begin{equation*}
r=R \sin \theta, \varphi=\varphi, z=R \cos \theta+R \cos \alpha \tag{A.11}
\end{equation*}
$$

and the unit normal $\mathbf{n}$ has the following coordinate form:

$$
\begin{equation*}
\mathbf{n}=\frac{\left(R \cos \theta \mathbf{e}_{r}-R \sin \theta \mathbf{e}_{z}\right) \times \mathbf{e}_{\varphi}}{\left|\left(R \cos \theta \mathbf{e}_{r}-R \sin \theta \mathbf{e}_{z}\right) \times \mathbf{e}_{\varphi}\right|}=\sin \theta \mathbf{e}_{r}+\cos \theta \mathbf{e}_{z} \tag{A.12}
\end{equation*}
$$

where $\mathbf{e}_{r}, \mathbf{e}_{\varphi}$ and $\mathbf{e}_{z}$ are the standard basis vectors of the cylindrical coordinate system. Using the expression for the normal vector, one obtains the components of stress tensor:

$$
\begin{align*}
\left(\mathbf{P}_{m} \cdot \mathbf{n}\right)_{r} & =P_{m r r} \sin \theta+P_{m r z} \cos \theta, m=1,2  \tag{A.13}\\
\left(\mathbf{P}_{m} \cdot \mathbf{n}\right)_{\varphi} & =P_{m \varphi r} \sin \theta+P_{m \varphi z} \cos \theta, m=1,2  \tag{A.14}\\
\left(\mathbf{P}_{m} \cdot \mathbf{n}\right)_{z} & =P_{m z r} \sin \theta+P_{m z z} \cos \theta, m=1,2 \tag{A.15}
\end{align*}
$$

Note that the drag force has $y$-component $F_{y}$, which is calculated from the stress tensor:

$$
\begin{equation*}
\left(\mathbf{P}_{m} \cdot \mathbf{n}\right)_{y}=\left(\mathbf{P}_{m} \cdot \mathbf{n}\right)_{r} \sin \varphi+\left(\mathbf{P}_{m} \cdot \mathbf{n}\right)_{\varphi} \cos \varphi, m=1,2 \tag{A.16}
\end{equation*}
$$

see Eq. S.346. Using formulas A.7 and A.16, one gets the formula for drag force
component $F_{y}$

$$
\begin{align*}
& F_{y}=R^{2} \int_{0}^{2 \pi} \\
& \int_{0}^{\pi-\alpha}\left[\left(P_{1 r r} \sin \theta+P_{1 r z} \cos \theta\right) \sin \varphi\right. \\
&+R^{2} \int_{0}^{2 \pi} \int_{\pi-\alpha}^{\pi}\left[\left(P_{2 r r} \sin \theta+P_{2 r z} \cos \theta\right) \sin \varphi\right. \\
&\left.+\left(P_{2 \varphi r} \sin \theta+P_{2 \varphi z} \cos \theta\right) \cos \varphi\right] \sin \theta d \theta d \varphi \tag{A.17}
\end{align*}
$$

where the cylindrical coordinates of the stress tensor are computed as follows:

$$
\begin{align*}
P_{m r r} & =-p_{m}+2 \eta_{m} \frac{\partial v_{m r}}{\partial r}, m=1,2  \tag{A.18}\\
P_{m r z} & =\eta_{m}\left(\frac{\partial v_{m r}}{\partial z}+\frac{\partial v_{m z}}{\partial r}\right), m=1,2  \tag{A.19}\\
P_{m \varphi r} & =\eta_{m}\left(\frac{\partial v_{m \varphi}}{\partial r}-\frac{v_{m \varphi}}{r}+\frac{1}{r} \frac{\partial v_{m r}}{\partial \varphi}\right), m=1,2  \tag{A.20}\\
P_{m \varphi z} & =\eta_{m}\left(\frac{\partial v_{m \varphi}}{\partial z}+\frac{1}{r} \frac{\partial v_{m z}}{\partial \varphi}\right), m=1,2 \tag{A.21}
\end{align*}
$$

see Eqs. A.3 and S.349. Next, we nondimensionalize the variables, using Eqs. 3.22, (3.23) and

$$
\begin{equation*}
\bar{F}_{y}=\frac{r_{c} F_{y}}{\left(\eta_{1}+\eta_{2}\right) R^{2} V}, \overline{\mathbf{P}}_{m}=\frac{r_{c} \mathbf{P}_{m}}{V \eta_{m}}, \bar{\rho}=\frac{\rho}{r_{c}} \tag{A.22}
\end{equation*}
$$

Then, we obtain the following formula for the component $\bar{F}_{y}$;

$$
\begin{align*}
& \bar{F}_{y}=\mu_{1} \int_{0}^{2 \pi} \int_{0}^{\pi-\alpha}\left[\left(\bar{P}_{1 r r} \sin \theta+\bar{P}_{1 r z} \cos \theta\right) \sin \varphi\right. \\
& \left.+\left(\bar{P}_{1 \varphi r} \sin \theta+\bar{P}_{1 \varphi z} \cos \theta\right) \cos \varphi\right] \sin \theta d \theta d \varphi \\
& +\mu_{2} \int_{0}^{2 \pi} \int_{\pi-\alpha}^{\pi}\left[\left(\bar{P}_{2 r r} \sin \theta+\bar{P}_{2 r z} \cos \theta\right) \sin \varphi\right. \\
& \left.+\left(\bar{P}_{2 \varphi r} \sin \theta+\bar{P}_{2 \varphi z} \cos \theta\right) \cos \varphi\right] \sin \theta d \theta d \varphi, \tag{A.23}
\end{align*}
$$

where

$$
\begin{align*}
& \bar{P}_{m r r}=-\bar{p}_{m}+2 \frac{\partial \bar{v}_{m r}}{\partial \bar{r}}, m=1,2  \tag{A.24}\\
& \bar{P}_{m r z}=\frac{\partial \bar{v}_{m r}}{\partial \bar{z}}+\frac{\partial \bar{v}_{m z}}{\partial \bar{r}}, m=1,2  \tag{A.25}\\
& \bar{P}_{m \varphi r}=\frac{\partial \bar{v}_{m \varphi}}{\partial \bar{r}}-\frac{\bar{v}_{m \varphi}}{\bar{r}}+\frac{1}{\bar{r}} \frac{\partial \bar{v}_{m r}}{\partial \varphi}, m=1,2  \tag{A.26}\\
& \bar{P}_{m \varphi z}=\frac{\partial \bar{v}_{m \varphi}}{\partial \bar{z}}+\frac{1}{\bar{r}} \frac{\partial \bar{v}_{m z}}{\partial \varphi}, m=1,2 \tag{A.27}
\end{align*}
$$

For notional convenience, we shall skip the bars for all non-dimensional variables except $F_{y}$ and $\rho$ for the rest of this chapter. Then, in the gauge formulation, we have

$$
\begin{align*}
P_{m r r} & =\nabla \cdot \mathbf{w}_{m}+2 \frac{\partial \bar{v}_{m r}}{\partial \bar{r}} \\
& =3 \frac{\partial w_{m r}}{\partial r}+\frac{w_{m r}}{r}+\frac{1}{r} \frac{\partial w_{m \varphi}}{\partial \varphi}+\frac{\partial w_{m z}}{\partial z}-2 \frac{\partial^{2} \xi_{m}}{\partial r^{2}}, m=1,2  \tag{A.28}\\
P_{m r z} & =\frac{\partial w_{m r}}{\partial z}+\frac{\partial w_{m z}}{\partial r}-2 \frac{\partial^{2} \xi_{m}}{\partial r \partial z}, m=1,2  \tag{A.29}\\
P_{m \varphi r} & =\frac{\partial w_{m \varphi}}{\partial r}-\frac{w_{m \varphi}}{r}+\frac{1}{r} \frac{\partial w_{m r}}{\partial \varphi}+\frac{2}{r^{2}} \frac{\partial \xi_{m}}{\partial \varphi}-\frac{2}{r} \frac{\partial^{2} \xi_{m}}{\partial r \partial \varphi}, m=1,2,  \tag{A.30}\\
P_{m \varphi z} & =\frac{\partial w_{m \varphi}}{\partial z}+\frac{1}{r} \frac{\partial w_{m z}}{\partial \varphi}-\frac{2}{r} \frac{\partial^{2} \xi_{m}}{\partial \varphi \partial z}, m=1,2 \tag{А.31}
\end{align*}
$$

see equations (3.30), 3.31, (3.34), S.348) and S.350). Using the Fourier amplitudes (3.54) and (3.55), one simplifies these expressions as follows:

$$
\begin{align*}
P_{m r r} & =\left(3 \frac{\partial a_{m r}}{\partial r}+\frac{a_{m r}}{r}-\frac{a_{m \varphi}}{r}+\frac{\partial a_{m z}}{\partial z}-2 \frac{\partial^{2} b_{m}}{\partial r^{2}}\right) \sin \varphi, m=1,2  \tag{A.32}\\
P_{m r z} & =\left(\frac{\partial a_{m r}}{\partial z}+\frac{\partial a_{m z}}{\partial r}-2 \frac{\partial^{2} b_{m}}{\partial r \partial z}\right) \sin \varphi, m=1,2  \tag{A.33}\\
P_{m \varphi r} & =\left(\frac{\partial a_{m \varphi}}{\partial r}-\frac{a_{m \varphi}}{r}+\frac{a_{m r}}{r}+\frac{2 b_{m}}{r^{2}}-\frac{2}{r} \frac{\partial b_{m}}{\partial r}\right) \cos \varphi, m=1,2  \tag{А.34}\\
P_{m \varphi z} & =\left(\frac{\partial a_{m \varphi}}{\partial z}+\frac{a_{m z}}{r}-\frac{2}{r} \frac{\partial b_{m}}{\partial z}\right) \cos \varphi, m=1,2 \tag{A.35}
\end{align*}
$$

We substitute the expressions A.32)-A.35 into the integrals in the right-hand side of equation A.23 for the calculation of the drag force and obtain

$$
\begin{equation*}
\bar{F}_{y}=\pi\left(\mu_{1} \bar{f}_{1}+\mu_{2} \bar{f}_{2}\right) \tag{A.36}
\end{equation*}
$$

where the drag force coefficients $\bar{f}_{1}$ and $\bar{f}_{2}$ correspond to the contributions of the upper and lower parts of the particle:

$$
\begin{align*}
\bar{f}_{1} & =\int_{0}^{\pi-\alpha}\left[\left(3 \frac{\partial a_{1 r}}{\partial r}+\frac{2 a_{1 r}}{r}-\frac{2 a_{1 \varphi}}{r}+\frac{\partial a_{1 z}}{\partial z}-2 \frac{\partial^{2} b_{1}}{\partial r^{2}}+\frac{\partial a_{1 \varphi}}{\partial r}+\frac{2 b_{1}}{r^{2}}-\frac{2}{r} \frac{\partial b_{1}}{\partial r}\right) \sin \theta\right. \\
& \left.+\left(\frac{\partial a_{1 r}}{\partial z}+\frac{\partial a_{1 z}}{\partial r}-2 \frac{\partial^{2} b_{1}}{\partial r \partial z}+\frac{\partial a_{1 \varphi}}{\partial z}+\frac{a_{1 z}}{r}-\frac{2}{r} \frac{\partial b_{1}}{\partial z}\right) \cos \theta\right] \sin \theta d \theta  \tag{А.37}\\
\bar{f}_{2} & =\int_{\pi-\alpha}^{\pi}\left[\left(3 \frac{\partial a_{2 r}}{\partial r}+\frac{2 a_{2 r}}{r}-\frac{2 a_{2 \varphi}}{r}+\frac{\partial a_{2 z}}{\partial z}-2 \frac{\partial^{2} b_{2}}{\partial r^{2}}+\frac{\partial a_{2 \varphi}}{\partial r}+\frac{2 b_{2}}{r^{2}}-\frac{2}{r} \frac{\partial b_{2}}{\partial r}\right) \sin \theta\right. \\
& \left.+\left(\frac{\partial a_{2 r}}{\partial z}+\frac{\partial a_{2 z}}{\partial r}-2 \frac{\partial^{2} b_{2}}{\partial r \partial z}+\frac{\partial a_{2 \varphi}}{\partial z}+\frac{a_{2 z}}{r}-\frac{2}{r} \frac{\partial b_{2}}{\partial z}\right) \cos \theta\right] \sin \theta d \theta \tag{A.38}
\end{align*}
$$

Below, we simplify the integrals for the drag force coefficients. From boundary conditions
(3.60) and 3.61, one concludes

$$
\begin{align*}
\bar{f}_{1}= & \int_{0}^{\pi-\alpha}\left[\left(3 \frac{\partial a_{1 r}}{\partial r}+\frac{\partial a_{1 z}}{\partial z}-2 \frac{\partial^{2} b_{1}}{\partial r^{2}}+\frac{\partial a_{1 \varphi}}{\partial r}+\frac{2 b_{1}}{r^{2}}\right) \sin \theta\right. \\
& \left.+\left(\frac{\partial a_{1 r}}{\partial z}+\frac{\partial a_{1 z}}{\partial r}-2 \frac{\partial^{2} b_{1}}{\partial r \partial z}+\frac{\partial a_{1 \varphi}}{\partial z}+\frac{a_{1 z}}{r}-\frac{2}{r} \frac{\partial b_{1}}{\partial z}\right) \cos \theta\right] \sin \theta d \theta \\
= & \int_{0}^{\pi-\alpha}\left[\left(3 \frac{\partial a_{1 r}}{\partial r}+3 \frac{\partial a_{1 z}}{\partial z}+\frac{\partial a_{1 \varphi}}{\partial r}-2 \frac{\partial^{2} b_{1}}{\partial z^{2}}-2 \frac{\partial^{2} b_{1}}{\partial r^{2}}+\frac{2 b_{1}}{r^{2}}\right) \sin \theta\right. \\
& \left.+\left(\frac{\partial a_{1 r}}{\partial z}-\frac{\partial a_{1 z}}{\partial r}+\frac{\partial a_{1 \varphi}}{\partial z}+\frac{a_{1 z}}{r}-\frac{2}{r} \frac{\partial b_{1}}{\partial z}\right) \cos \theta\right] \sin \theta d \theta \\
= & \int_{0}^{\pi-\alpha}\left[\left(3 \frac{\partial a_{1 r}}{\partial r}+3 \frac{\partial a_{1 z}}{\partial z}+\frac{\partial a_{1 \varphi}}{\partial r}-2 \frac{\partial^{2} b_{1}}{\partial z^{2}}-2 \frac{\partial^{2} b_{1}}{\partial r^{2}}+\frac{2 b_{1}}{r^{2}}\right) \sin \theta\right. \\
& \left.+\left(\frac{\partial a_{1 r}}{\partial z}+\frac{\partial a_{1 \varphi}}{\partial z}-\frac{\partial a_{1 z}}{\partial r}-\frac{a_{1 z}}{r}\right) \cos \theta\right] \sin \theta d \theta \tag{A.39}
\end{align*}
$$

Further, one uses equation 3.59 to eliminate $b_{1}$ from Eq. A.39:

$$
\begin{align*}
\bar{f}_{1} & =\int_{0}^{\pi-\alpha}\left[\left(\frac{\partial a_{1 r}}{\partial r}+\frac{\partial a_{1 z}}{\partial z}+\frac{\partial a_{1 \varphi}}{\partial r}+\frac{2}{r} \frac{\partial b_{1}}{\partial r}-\frac{2 a_{1 r}}{r}+\frac{2 a_{1 \varphi}}{r}\right) \sin \theta\right. \\
& \left.+\left(\frac{\partial a_{1 r}}{\partial z}+\frac{\partial a_{1 \varphi}}{\partial z}-\frac{\partial a_{1 z}}{\partial r}-\frac{a_{1 z}}{r}\right) \cos \theta\right] \sin \theta d \theta \tag{A.40}
\end{align*}
$$

Taking into account boundary conditions (3.60) and (3.61), we obtain

$$
\begin{align*}
\bar{f}_{1} & =\int_{0}^{\pi-\alpha}\left[\left(\frac{\partial a_{1 r}}{\partial r}+\frac{\partial a_{1 \varphi}}{\partial r}+\frac{\partial a_{1 z}}{\partial z}\right) \sin \theta\right. \\
& \left.+\left(\frac{\partial a_{1 r}}{\partial z}+\frac{\partial a_{1 \varphi}}{\partial z}-\frac{\partial a_{1 z}}{\partial r}-\frac{a_{1 z}}{r}\right) \cos \theta\right] \sin \theta d \theta \tag{A.41}
\end{align*}
$$

Substituting the definitions of the numerical functions 3.75 into the right-hand side of equation A.41) leads to

$$
\begin{equation*}
\bar{f}_{1}=2 \int_{0}^{\pi-\alpha}\left[\left(2 \frac{\partial u_{10}}{\partial r}+\frac{\partial u_{11}}{\partial z}\right) \sin \theta+\left(2 \frac{\partial u_{10}}{\partial z}-\frac{\partial u_{11}}{\partial r}-\frac{u_{11}}{r}\right) \cos \theta\right] \sin \theta d \theta \tag{A.42}
\end{equation*}
$$

Next, using the nondimensionalized form of transformation A.10, i.e.

$$
\begin{equation*}
r=\bar{\rho} \sin \theta, \varphi=\varphi, z=\bar{\rho} \cos \theta+\frac{R}{r_{c}} \cos \alpha \tag{A.43}
\end{equation*}
$$

we obtain the following relations:

$$
\begin{align*}
\frac{\partial}{\partial \bar{\rho}} & =\sin \theta \frac{\partial}{\partial r}+\cos \theta \frac{\partial}{\partial z}  \tag{A.44}\\
\frac{\partial}{\partial \theta} & =\bar{\rho} \cos \theta \frac{\partial}{\partial r}-\bar{\rho} \sin \theta \frac{\partial}{\partial z} \tag{A.45}
\end{align*}
$$

Appendix A. Drag force coefficient

Due to the fact that we parametrized the surface of the particle, using Eq. A.10, the function under the integral sign is evaluated for $\bar{\rho}=R / r_{c}$. Therefore, the equation A.42) is simplified as follows:

$$
\begin{align*}
\bar{f}_{1} & =2 \int_{0}^{\pi-\alpha}\left(2 \frac{\partial u_{10}}{\partial \bar{\rho}} \sin \theta-\frac{r_{c}}{R} \frac{\partial u_{11}}{\partial \theta} \sin \theta-\frac{r_{c} u_{11}}{R} \cos \theta\right) d \theta \\
& =2\left(2 \int_{0}^{\pi-\alpha} \frac{\partial u_{10}}{\partial \bar{\rho}} \sin \theta d \theta-\frac{r_{c}}{R} \int_{0}^{\pi-\alpha} \sin \theta d u_{11}-\int_{0}^{\pi-\alpha} \frac{r_{c} u_{11}}{R} \cos \theta d \theta\right) \\
& =4 \int_{0}^{\pi-\alpha} \frac{\partial u_{10}}{\partial \bar{\rho}} \sin \theta d \theta-\left.\frac{2 r_{c} u_{11} \sin \theta}{R}\right|_{\theta=0} ^{\pi-\alpha} \\
& =4 \int_{0}^{\pi-\alpha} \frac{\partial u_{10}}{\partial \bar{\rho}} \sin \theta d \theta-\frac{2 r_{c} u_{11}(\pi-\alpha) \sin \alpha}{R} . \tag{A.46}
\end{align*}
$$

Analogously, we obtain for the drag force coefficient of the lower part of the particle

$$
\begin{equation*}
\bar{f}_{2}=4 \int_{\pi-\alpha}^{\pi} \frac{\partial u_{20}}{\partial \bar{\rho}} \sin \theta d \theta+\frac{2 r_{c} u_{21}(\pi-\alpha) \sin \alpha}{R} \tag{А.47}
\end{equation*}
$$

Then, $F_{y}$ is computed as

$$
\begin{align*}
F_{y} & =4 \pi R^{2} V\left(\eta_{1} \int_{0}^{\pi-\alpha} \frac{\partial u_{10}}{\partial \rho} \sin \theta d \theta+\eta_{2} \int_{\pi-\alpha}^{\pi} \frac{\partial u_{20}}{\partial \rho} \sin \theta d \theta\right) \\
& +2 \pi V R \sin \alpha\left[\eta_{2} u_{21}(\pi-\alpha)-\eta_{1} u_{11}(\pi-\alpha)\right], \tag{A.48}
\end{align*}
$$

see Eqs. A.22, A.36, A.46 and A.47). Finally, changing variables $\rho$ and $\theta$ to the toroidal coordinates $\sigma$ and $\tau$, defined by (3.92), we conclude that

$$
\begin{align*}
F_{y} & =-4 \pi V R \sin \alpha\left(\eta_{1} \int_{0}^{1} \frac{\partial u_{10}}{\partial \sigma} \cdot \frac{1-\tau^{2}}{\tau h} d \tau+\eta_{2} \int_{0}^{1} \frac{\partial u_{20}}{\partial \sigma} \cdot \frac{1-\tau^{2}}{\tau h} d \tau\right) \\
& +2 \pi V R \sin \alpha\left[\eta_{2} u_{21}(\pi-\alpha)-\eta_{1} u_{11}(\pi-\alpha)\right] \tag{A.49}
\end{align*}
$$
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[^0]:    ${ }^{1}$ From physical perspective, it is known that $\varepsilon_{\mathrm{wn}}>\varepsilon_{\mathrm{pn}}$ and the ratio $\varepsilon_{\mathrm{wn}} / \varepsilon_{\mathrm{pn}}$ is between 15 and 80 .

[^1]:    ${ }^{1}$ Pressure is a physical quantity, which is computed as force divided by area on which it acts. Due to the continuous nature of medium, one introduces local pressure, which is defined as a limit of the force divided by the area, when area goes to zero. Practically, whenever there is a contact line, it is possible for the pressure to have a singularity at it (due to the limit in the definition). At the end, it is important for the force, (the integral quantity) to be finite.

[^2]:    ${ }^{1}$ We change the variable in such a way in order to "zoom-in" in the thin film region. In it, the new variable $\xi$ is in the range $[-1,0]$.
    ${ }^{2}$ Note that system 4.48-4.50 is obtained if one finds the dimensionless form of the original problem by introducing new variables $u_{0}=u / L, v_{0}=v / R$ and setting $\varepsilon$ to $R / L$, where $u$ and $v$ are the dimensional radial and axial components of the velocity and $L$ is the length of the bubble. Therefore, the solution of the considered problem for small value of the film thickness corresponds to a long bubble $(L>R)$.

[^3]:    ${ }^{3}$ Note that the simple flow rate condition is more convenient to use for analytical computations than the kinematic boundary condition. The main reason is that the kinematic boundary conditions in lubrication approximation gives a relationship between the zero-order approximations $u_{i}$ and $v_{i}$, while using the simple flow rate condition, we could obtain directly an expression for the unknown $v_{i}$.

[^4]:    ${ }^{4}$ The dimensional Young-Laplace equation of capillarity has the form $2 H \sigma=-p_{s}$. Its dimensionless form is obtained by using Eqs. 4.44, 4.46 4.47 .

[^5]:    ${ }^{6}$ Using Vieta's formulae, we obtain

    $$
    \begin{align*}
    & \lambda_{1}+\lambda_{2}+\lambda_{3}=\lambda_{1}+2 a_{2}=0,  \tag{4.255}\\
    & \lambda_{1} \lambda_{2} \lambda_{3}=\lambda_{1}\left(a_{2}^{2}+a_{3}^{2}\right)=-\frac{a}{r_{c}^{3}} \tag{4.256}
    \end{align*}
    $$

