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STABILITY OF THE ITERATION METHOD FOR NON

EXPANSIVE MAPPINGS
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Abstract. The general iteration method for nonexpansive mappings on a Banach
space is considered. Under some assumption of fast enough convergence on the
sequence of (“almost” nonexpansive) perturbed iteration mappings, if the basic
method is τ−convergent for a suitable topology τ weaker than the norm topology,
then the perturbed method is also τ−convergent. Application is presented to the
gradient-prox method for monotone inclusions in Hilbert spaces.

1. Introduction. Let us consider some problem defined by its data d and
its solution set S assumed to be a subset of a given set X. An iterative method for
solving this problem, i. e. for finding an element of S, generates a sequence in X by
some iteration scheme from a given starting point x in X. We call such an iterative
method basic method if its iteration mapping from X into X is defined from the
data d. With such a basic method can be associated another iterative method that we
call perturbed method. This perturbed method is defined in the same way than the
basic method except that at each iteration k, in the iteration mapping, the exact data
d are replaced by perturbed (or approximate) data dk.

If X is equipped with the topology τ , we say that an iterative method is τ−con-
vergent if, for any starting point, the generated sequence has a τ−limit which is in S.
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We say that a basic method is τ−stable with respect to the perturbed data {dk} if it
is τ−convergent as also the perturbed method with {dk}.

In the last seven years, a number of works have been devoted to this kind
of stability in the field of convex minimization and monotone inclusions in Hilbert
spaces for specific basic methods known to be convergent (prox and gradient methods)
([6, 7, 9, 13, 14, 16]). The step was to prove the convergence of the perturbed method
by the same techniques used for the basic method assuming that the perturbed data
converge to the exact ones fast enough in a suitable sense allowing to recover the
convergence of the basic method as a particular case.

What we would like to present here is a general converse result saying, roughly
speaking, that, also under some assumption of fast enough convergence on the perturbed
data, if a given basic method is convergent then the perturbed method is also conver-
gent for the same topology.

We present the main results in section 2 and, in section 3, we give an application
to the gradient-prox method for monotone inclusions in Hilbert spaces.

2. Main results. Considering some problem with data d and solution set S,
a subset of some set X, we call basic method any iteration scheme

{

ξn = Pn ξn−1, n = 1, 2, . . .
ξ0 = x ∈ X

where the iteration mapping Pn := P (d, λn), from X into X, is defined from the data d
and may depend also on the iteration index n through a sequence of parameters {λn}
(for instance, in a descent method for a minimization problem, the sequence of step
lengths).

With such a basic method we associate the perturbed method, i. e. the iter-
ation scheme

{

xk = Qk xk−1, k = 1, 2, . . .
x0 = x ∈ X

where the iteration mapping Qk := P (dk, λk), from X into X, is defined in the same
way than for the basic method except that, at each iteration k, the exact data d are
replaced by perturbed (or approximate) data dk.

Now on, let us assume that X is equipped with some topology τ .

Definition 2.1. An iterative method is said to be τ-convergent if, for any
starting point, the generated sequence has a τ -limit which is in S.

Definition 2.2. A basic method is said to be τ-stable with respect to the
perturbed data {dk}, if it is τ -convergent as also the perturbed method with {dk}.
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Definition 2.3. Let some basic method with iteration mappings Pn be given.
For all k ∈ N, the translated basic method is defined by the iteration scheme

{

ξn(k) = Pk+n ξn−1(k), n = 1, 2, . . .
ξ0(k) = x ∈ X.

Remark 2.1. If Pn ≡ P does not depend on n, then, for each k, the translated
basic method coincides with the basic one which is therefore the iteration method for
P .

Definition 2.4. Let us assume that X is a vector space. Let some basic
method with iteration mappings Pk be given as also a sequence of “errors” ek. The
approximate basic method is defined by the iteration scheme

{

xk = Pk xk−1 + ek, k = 1, 2, . . .
x0 = x ∈ X.

The following lemma is substantially in [5] (proof of Remark 14) in a particular
context and not considered on its own.

Lemma 2.1. Let us consider some basic method with iteration mappings Pn

and the associated approximate basic method with errors ek.
Let us assume that X is a Banach space with norm ‖.‖ and topological dual X⋆,

that τ is a Hausdorff locally convex topology on X compatible with the duality X,X⋆,
that S is a closed subset of X, that, for all n ∈ N, Pn : X → X is nonexpansive, i. e.

∀x, y ∈ X, ‖Pnx − Pny‖ ≤ ‖x − y‖,

and that
+∞
∑

k=1
ǫk < +∞ with ǫk := ‖ek‖.

If, for all k ∈ N, the translated basic method is τ -convergent, then the approxi-
mate basic method is τ -convergent too.

P r o o f. From [5].

Let {xk} be a sequence generated by the approximate basic method and let
{ξn(k)} be the sequence generated by the translated basic method with ξ0(k) := xk.
By assumption, ∀k, ξ(k) := τ − lim

n→+∞
ξn(k) exists and is in S.

We have

∀n ≥ 0, ∀k > 0, ‖ξn(k) − ξn+1(k − 1)‖ ≤ ǫk(1)

This results from the nonexpansiveness of the P ′
ns. Indeed we have

‖Pk+nξn−1(k) − Pk−1+n+1ξn(k − 1)‖ ≤ ‖ξn−1(k) − ξn(k − 1)‖.
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Therefore,

‖ξn(k) − ξn+1(k − 1)‖ ≤ ‖ξ0(k) − ξ1(k − 1)‖ = ‖xk − Pkxk−1‖ ≤ ǫk.

Passing to the lower limit as n → +∞ in (1), thanks to the τ -lower semi-
continuity of the norm, we get that {ξ(k)} is a Cauchy sequence then norm convergent
and, as S is closed, its limit x∞ is in S.

Writing (1) successively with n := 0 and k, with n := 1 and k − 1, and so on
until n and k − n, for k > n, and adding, we get

‖xk − ξn+1(k − n − 1)‖ ≤ ǫk + · · · + ǫk−n

Changing k into k + n, we get

∀n ≥ 0, ‖xk+n − ξn+1(k − 1)‖ ≤ ǫk+n + · · · + ǫk ≤
+∞
∑

i=k

ǫi.(2)

Now split the difference xk+n − x∞ in three parts:

d1 := xk+n − ξn+1(k − 1), d2 := ξn+1(k − 1) − ξ(k − 1), d3 := ξ(k − 1) − x∞

Let V be a neighbourhood of the origin for the topology τ and therefore for the norm
topology. Thanks to (2) and the convergence of ξ(k) to x∞ we have d1 + d3 ∈ V/2 for
all n and some k := K large enough. Then, by definition of ξ(K − 1), there exists N
such that, for all n ≥ N, d2 ∈ V/2. Finally, for all k ≥ K + N, xk − x∞ ∈ V , that is,
xk τ−converges to x∞. �

Remark 2.2. In the assumptions of lemma 2.1, the convergence of the trans-
lated basic method may seem more restrictive than the convergence of the sole basic
method. Actually, these are equivalent if the iteration mapping does not depend on the
iteration index (see Remark 2.1) or (as usual in the applications) if the dependance is
through a sequence of parameters and if the property needed on this sequence for the
convergence of the basic method is invariant by translation, that is, if any translated
sequence satisfies this property.

Proposition 2.1. Let us consider some basic method with iteration mappings
Pn, and the associated perturbed method with iteration mappings Qk.

Let us assume that X is a Banach space with norm ‖.‖ and topological dual X⋆,
that τ is a Hausdorff locally convex topology on X compatible with the duality X,X⋆,
that, ∀k ∈ N, ∀x, y ∈ X, ∀ρ ≥ 0,

Pk is nonexpansive ,

x is a fixed point of Pk,
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‖Qkx − Qky‖ ≤ (1 + ǫk)‖x − y‖, where ǫk ≥ 0,
+∞
∑

k=1

ǫk < +∞,

+∞
∑

k=1

∆k,ρ < +∞, where ∆k,ρ := sup
‖x‖≤ρ

‖Qkx − Pkx‖.

If, for all k ∈ N, the translated basic method is τ -convergent (cf. remark 2.2), then the
perturbed method is τ -convergent too.

P r o o f. Let {xk} be a sequence generated by the perturbed method.

First we shall prove that {xk} is bounded. We have

‖xk − x‖ ≤ ‖Qkxk−1 − Qkx‖ + ‖Qkx − Pkx‖ ≤ (1 + ǫk)‖xk−1 − x‖ + ∆k,‖x‖.

So,

‖xk − x‖ ≤
k

∏

i=1

(1 + ǫi)(‖x0 − x‖ +
k

∑

i=1

∆i,‖x‖) < +∞

since, as the ǫk-series is convergent, the (1 + ǫk)-infinite product is finite. Therefore
{xk} is bounded in norm by some positive ρ. Then we have

‖xk − Pkxk−1‖ = ‖Qkxk−1 − Pkxk−1‖ ≤ ∆k,ρ.

In other words, {xk} is generated by the approximate basic method associated with
the given basic method for some “error” term ek satisfying ‖ek‖ ≤ ∆k,ρ. Therefore the
result follows from Lemma 2.1. �

3. Gradient-prox method for monotone inclusions. Let X be a real
Hilbert space endowed with inner product 〈·, ·〉 and associated norm ‖.‖, let A,B be
maximal monotone operators on X, A single valued everywhere defined. We are con-
cerned with the problem of finding a zero of A + B, that is, the monotone inclusion

0 ∈ (A + B)x

or, what is equivalent for any λ > 0, the fixed point problem

x = JB
λ (I − λA)x

where JB
λ := (I + λB)−1 is the resolvent (or prox mapping) of B with parameter λ.

In all what follows we assume that the set valued inverse A−1 is α-strongly
monotone, which is equivalent to the firm nonexpansiveness of αA, that is, α > 0 and

∀x, y ∈ X, 〈x − y,Ax − Ay〉 ≥ α‖Ax − Ay‖2.
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It should be noted that this implies that A is 1/α-Lipschitz continuous (and therefore
A + B maximal monotone), the converse being true if A is the gradient of a convex
function ([3]).

Associated with this problem we consider the basic iterative method (gradient-
prox method) defined by

Pn := JB
λn

◦ (I − λnA), 0 < λ ≤ λn ≤ λ < 2α.

A perturbed version of this method has already been studied (as a particular case) in
[6, 9] in the context of convex minimization, that is, with A the gradient (resp. B the
subdifferential) of a proper closed convex function on X.

We show in the following two lemmas that Pn is c-firmly nonexpansive for a
suitable positive c, a crucial property for the convergence of the method.

Lemma 3.1. Let Mi be ci-firmly nonexpansive mappings, i = 1, 2, that is,
ci > 0 and

∀x, y ∈ X, ‖Mix − Miy‖
2 ≤ ‖x − y‖2 − ci‖(I − Mi)x − (I − Mi)y‖

2.

Then M1 ◦ M2 is c-firmly nonexpansive with c := min{c1, c2}/2.

P r o o f.

‖M1M2x − M1M2y‖
2 ≤ ‖M2x − M2y‖

2 − c1‖(I − M1)M2x − (I − M1)M2y‖
2 ≤

‖x − y‖2 − c2‖x − y − (M2x − M2y)‖2 − c1‖M2x − M2y − (M1M2x − M1M2y)‖2

≤ ‖x − y‖2 − min{c1, c2}/2‖x − y − (M1M2x − M1M2y)‖2
�

Lemma 3.2.

∀n ∈ N, ∀x, y ∈ X, ‖Pnx − Pny‖2 ≤ ‖x − y‖2 − c‖(I − Pn)x − (I − Pn)y‖2

with c := min{1, 2α/λ − 1}/2 > 0.

P r o o f. First we show that, for all n, I−λnA is (2α/λ−1)-firmly nonexpansive.
Indeed we have

∀x, y ∈ X, ‖(I−λnA)x−(I−λnA)y‖2 ≤ ‖x−y‖2+‖λnAx−λnAy‖2−2λnα‖Ax−Ay‖2

≤ ‖x − y‖2 − (2α/λ − 1)‖λnAx − λnAy‖2.

Then, as the composition of the 1-firmly nonexpansive mapping JB
λn

([5]) with the

(2α/λ − 1)-firmly nonexpansive mapping I − λnA, Pn is c-firmly nonexpansive with
c := min{1, 2α/λ − 1}/2, thanks to Lemma 3.1. �
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Proposition 3.1. If S := (A + B)−1(0) 6= Ø, then the (translated) gradient-
prox method is weakly convergent (strongly if S has a non empty interior or if A + B
is asymptotically well behaved, that is, d(0, (A + B)un) → 0 implies d(un, S) → 0).

P r o o f. Thanks to Remark 2.2 it is sufficient to prove the convergence of the
basic method (k = 0). From Lemma 3.2 we get

∀x ∈ S, ‖ξn − x‖2 ≤ ‖ξn−1 − x‖2 − c‖ξn−1 − ξn‖
2(3)

That ξn converges weakly to some point in S is rather standard from (3) and
the Lipschitz property of A ([9]). Indeed, {ξn} is S-Féjer monotone, that is,

∀x ∈ S, ∀n, ‖ξn − x‖ ≤ ‖ξn−1 − x‖.

Therefore {ξn} is bounded, for all x ∈ S, ‖ξn − x‖ is convergent and ‖ξn−1 − ξn‖ → 0.
Then {ξn} is stationary for A + B, that is,

ξ⋆
n := (ξn−1 − ξn)/λn + Aξn − Aξn−1 ∈ (A + B)ξn

with ξ⋆
n → 0. As the graph of A+B is weak-strong closed, any weak limit point is in S.

The uniqueness of such limit point is standard (see for instance [15], proof of Theorem
1). Proof of strong convergence can be found in [9] (proof of Proposition 5.1) in the
first case and in [8] (proof of Proposition 5.7) in the second one. �

Remark 3.1. By the way, it is shown in [10] and in [4] as a special case, that
when T (:= A + B here) is the subdifferential of a proper closed convex function f on a
Banach space X, the asymptotical well behaviour of T is equivalent to (generalized to
non uniqueness cases) Tykhonov well posedness of f for minimization. On the other
hand, it is shown in [11] that, if f is Gateaux differentiable on a non empty closed
convex subset K of X then f + δK is Tykhonov well posed for minimization iff the
associated variational inequality is well posed in a suitable sense.

Actually the equivalence between asymptotical well behaviour of T := T0 +
∂ϕ (with T0 a set valued operator from X into its dual X⋆ and ϕ a proper convex
function on X) and (generalized) Luchetti-Patrone well posedness of the variational
inequality (VI):

x ∈ X, y ∈ T0(x), ∀x ∈ X, 〈y, x − x〉 + ϕ(x) − ϕ(x) ≥ 0

holds true for a general normed space X. More precisely the Luchetti-Patrone’s notion
of approximate solution to VI coincides with the notion of approximate solution to
the inclusion 0 ∈ T (x) (equivalent statement) that induces the notion of stationary
sequence for T . Indeed, let ǫ be a positive real and xǫ ∈ X, an ǫ-approximate solution
to VI in the sense of Luchetti-Patrone, that is,

∃yǫ ∈ T0(xǫ), ∀x ∈ X, 〈yǫ, x − xǫ〉 + ϕ(x) − ϕ(xǫ) ≥ −ǫ‖x − xǫ‖.
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This is equivalent to

inf
x∈domϕ

max
y∈B⋆(0,ǫ)

〈yǫ + y, x − xǫ〉 + ϕ(x) − ϕ(xǫ) ≥ 0,

(where B⋆(0, ǫ) denotes the dual closed ball of radius ǫ), which in turn, thanks to
Moreau’s max− inf theorem ([12]) is equivalent to

max
y∈B⋆(0,ǫ)

inf
x∈domϕ

〈yǫ + y, x − xǫ〉 + ϕ(x) − ϕ(xǫ) ≥ 0,

that is,
∃yǫ ∈ B⋆(0, ǫ), yǫ ∈ T (xǫ)

or
d⋆(0, T (xǫ) ≤ ǫ. �

Now we consider the perturbed method associated with the gradient-prox method
defined as follows.

Bk is a maximal monotone operator on X, Ak := A + Gk with Gk a single
valued operator on X satisfying

‖Gkx − Gky‖ ≤ ηk‖x − y‖, ηk ≥ 0,∃x0 ∈ X, ∀k ∈ N, Gk(x0) = 0

Qk := JBk

λk
◦ (I − λkAk).

Lemma 3.3.

∀x, y ∈ X, ‖Qkx − Qky‖ ≤ (1 + λk ηk)‖x − y‖

P r o o f. Straightforward from the nonexpansiveness of JBk

λk
and (I − λkA) and

the definition of Ak. �

Lemma 3.4.

∆k,ρ ≤ λkηk(ρ + ‖x0‖) + δλk,ρ′(Bk, B)

where
ρ′ := ρ + λ‖A0‖, δλ,ρ(Bk, B) := sup

‖x‖≤ρ

‖JBk

λ x − JB
λ x‖ ([1, 16])

P r o o f. Let x ∈ X with ‖x‖ ≤ ρ. Then, as I − λkA is non expansive, we have
‖(I − λkA)x‖ ≤ ρ + λ‖A0‖. Therefore,

‖Qkx − Pkx‖ ≤ λk‖Gkx‖ + ‖JBk

λk
(I − λkAx) − JB

λk
(I − λkAx)‖
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≤ λkηk(ρ + ‖x0‖) + δλk ,ρ′(Bk, B) �

As a direct consequence of Proposition 3.1, Lemmas 3.3 and 3.4, and Proposition
2.1, we get the expected result of stability of the gradient-prox method:

Proposition 3.2. If
∑

λkηk < +∞, and ∀ρ ≥ 0,
∑

δλk ,ρ(Bk, B) < +∞,
then the gradient-prox method is weakly (strongly under the additional assumptions in
Proposition 3.1) stable.
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n-cycliquement monotones. Israel J. Math. 26 (1977), 137-150.

[4] M. A. Bahraoui, B. Lemaire. Convergence of diagonally stationary sequences
in convex optimization. Set-Valued Analysis 2 (1994), 1-13.

[5] H. Brezis, P. L. Lions. Produits infinis de résolvantes. Israel J. Math. 29, 4

(1978), 329-345.

[6] B. Lemaire. Coupling optimization methods and variational convergence. In:
Trends in Mathematical Optimization, International Series of Numerical Mathe-
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[16] P. Tossings. Sur les zéros des opérateurs maximaux monotones et applications.
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